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Abstract

Many computational applications use natural
language to communicate with their users.
Nevertheless, this communication usually is
unnatural due to the absence of emotional
content.

This paper presents a prototype of a compu-
tational system that, thanks to a simulated
model of emotions, is capable of including
emotional content in its spoken utterances.
The system’s emotional content is based on
the conditions of light and temperature, and
implemented using a Fuzzy Finite State Ma-
chine.

Keywords: model of emotions, fuzzy finite
state machine, emotional speech.

1 INTRODUCTION

Currently there are quite a number of systems that
attend to humans automatically. A number of these
systems use voice to transmit content, for example, in
the domain of telephony many automated attendants
exist, various web applications use speech, and there
are many more examples.

However, the interaction with these machines is cur-
rently still too artificial. Usually these machines are
insensitive to the emotional content being expressed
by the communication partner, as well as incapable of
modifying the expressed voice. This sensitivity is of
importance in human interaction and actually trans-
mits a lot of valuable information.

In order to increase the effectiveness and acceptance of
these automated systems these machines would need
to respond in a natural way. One way that this can be

improved is by making these machines sensitive to the
emotional content expressed by a human communica-
tion partner, as well as being able to express them-
selves emotionally as humans do. An emotional aware
machine would be able to adjust its behavior in re-
sponse to the emotional content transmitted by the
communication partner.

In this article, we elaborate upon a prototype that was
created to simulate an emotional state of a machine.
The objective of the prototype is to simulate and ex-
press emotional state.

The prototype consists of a virtual being that appears
as if it has an emotional state that depends on the
weather, such that when the weather is ‘bad’ the emo-
tional state deteriorates and when the weather is good
the emotional state improves. The emotional state is
influenced by two parameters: luminosity and temper-
ature during the day. The emotional state is expressed
by emotionally modified speech. A depiction of the ba-
sic scheme is given in figure 1.

The emotional state of the system is fuzzy, i.e., at any
point in time the system can be in various emotional
states to certain degree.

Figure 1: The general scheme of the system.

2 A SIMPLE MODEL TO
SIMULATE THE EMOTIONAL
STATE

Currently there is no consensus on how emotions
should be modeled, nor on what representation to
choose. It is clear however that emotions are an
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integral part of human functioning and are a key
part in human cognition [4, 11]. There are general
models about the universality of emotions [3, 8] and
the expression of emotions in faces [6]. Several re-
searchers have begun to model emotions for conversa-
tional agents, for example [13, 5, 20].

We believe that fuzzy logic provides an expressive lan-
guage that enables our model to represent complex
emotional states and behaviors. Fuzzy logic makes it
possible to deal with multiple and conflicting emotions
and makes it possible to output a mixture of emotions.
Fuzzy logic has previously been used in emotion sim-
ulation, for example [7].

In previous studies we have learned that Fuzzy Finite
State Machines (FFSM) are suitable tools for mod-
eling signals that follow an approximately repetitive
pattern [1, 16, 17]. Here, we use a FFSM to model
how luminosity and temperature patterns during the
day can influence the simulated emotional state of a
virtual being.

As part of a first prototype we have developed a FFSM
that uses two input variables, namely the average
temperature and luminosity during the last 24 hours.
These variables are fuzzyfied, subsequently fuzzy rules
determine the new state activation based on input and
current activation of states. In short, the prototype
explores how ambient parameters can influence emo-
tional states of the system.

A FFSM is a tuple {S,U, Y, f, g, S0}. We describe each
one of its components in the following sections.

2.1 Linguistic Fuzzy States

In the first steps of modeling a system, the designer
must define a set {Si} of fuzzy sets that summarize the
relevant states of the system. The linguistic fuzzy state
of the system (S) is a linguistic variable that take its
values in the set of linguistic labels {S1, S2, . . . , Sn}.

We represent the fuzzy state of the system with a state
activation vector s(t) = (s1(t), s2(t), . . . , sn(t)) where
si ∈ [0, 1] and

∑n

1 si = 1.

We will see in section 2.2 how to obtain s(t) using a
set of fuzzy rules.

S0 is the initial state or state activation vector at (t =
0), e.g., (1, 0, 0, 0).

2.1.1 Input variables

U is the input vector (u1, u2, ..., unu). Typically, U is
a set of linguistic variables obtained after fuzzification
of numerical measures obtained from sensors.

The emotion-FFSM is sensitive to two linguistic vari-

ables [21]; luminosity and temperature, both obtained
from sensors attached to a window in our laboratory.
The sensors measure the light intensity coming from
the outside of the building as well as the tempera-
ture near the window in one minute intervals. In a
preprocessing state this signal is smoothed by taking
the running average over 10 samples. The basic input
signal to the system is the average luminosity and the
average temperature during the last 24 hours. Linguis-
tic variables take values ‘high’, ‘medium’, and ‘low’ to
represent the current values of luminosity and tem-
perature. The membership functions are depicted in
figure 2.

These membership functions have been defined auto-
matically based on the range in input values. (Ap-
proximately 35% of the samples are defined as ‘high’,
30% as ‘medium’, and 35% ‘high’).
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Figure 2: The linguistic variables for luminosity and
temperature.

Figure 3: A depiction of the Fuzzy Finite State Ma-
chine and the possible transitions within the model.

2.2 Transition function f

We obtain the new activation vector using the transi-
tion function S[t + 1] = f(U [t], S[t]).

Once the designer has identified the relevant states in
the model, he/she must define the rules that govern
the temporal evolution among the states of the sys-
tem. In our approach these rules are fuzzy rules. In
Figure 3 depicts a graph that shows the allowed paths
between the states. Here, state s1 represents a bad or
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angry mood, state s2 represents a neutral mood, and
state s3 represents a joyful/happy mood. As personal
characteristics of the virtual being we had envisioned
that it should be moody when the days are cold and
dark, and happy when the days are warm and bright.

The being that we are designing is envisioned as hav-
ing an pleasant personality, and therefore will be more
likely to be in a happy mood than in a depressed
mood. Such a personality can be created by modify-
ing the state transition rules, as well as by making use
of TimeToStay and TimeToMove linguistic variables
which will be explained in the following.

We distinguish between rules to remain in a state (Rii)
and rules to change a state (Rij).

2.2.1 Rules to remain in a state

The designer uses these rules to express the conditions
of the system to remain in a specific state. We distin-
guish between amplitude conditions (CA) and tempo-
ral conditions (CT ).

Using this terminology, the generic expression of these
rules is formulated as follows:

Rii: IF (S(t) is Si) AND (CA) AND (CT ) THEN
(S(t + 1) is Si)

Amplitude conditions. The designer uses the vec-
tor of input variables U to write the fuzzy rules
that describe the constraints on the input variables
to remain in the state Si. For example, CA =
((u1 is High ) AND (u2 is High )).

Temporal conditions. These rules express constraints
on the duration of states. The duration of a state (Di)
is calculated as:

IF (Si > δ) THEN Di(t + 1) = Di(t) + 1
ELSE Di(t + 1) = 0;

where δ is a threshold that is application dependent.

Typically the temporal constraints are modeled using
the linguistic label TimeToRemain (TRii) (see figure
4). The conditions (Di is TRii) allows the designer to
constrain the maximum time the system is in the state
Si.

In this application, we designed the virtual being as
optimistic, e.g. it is not moody indefinitely, although
the weather conditions might give it sufficient reason
to be so. These personality characteristics have been
modeled using temporal conditions.

An example rule to remain in a state is the following:

R11 : IF (S(t) is S1) AND (u1 is Low) AND

(u2 is Low) AND (D1 is TR11)

THEN (S(t + 1) is S1)

0

1
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Figure 4: Linguistic labels used for defining tempo-
ral constraints, namely, TimeToRemain and Time-
ToChange.

2.2.2 Rules to change of state

The designer uses these rules to express the conditions
that provoke the system changing from state Si to
state Sj . Also here, we distinguish between amplitude
conditions (CA) and temporal conditions (CT ).

The generic expression of Rij is formulated as follows:

Rij : IF (S(t) is Si) AND (CA) AND (CT ) THEN
(S(t + 1) is Sj)

Amplitude conditions. In a first approach these condi-
tions coincide with the amplitude conditions to remain
in the destination state of the transition. Nevertheless,
some tuning could be needed to express a softer con-
dition to change.

Temporal conditions. These conditions are based on
the linguistic label TimeToChange (TCij) (Figure 4).
The condition (Di is TCij) allows the designer to con-
strain the minimum time the system must be in Si

before to move to Sj .

What follows is an example of rules used for state tran-
sitions:

R12 : IF (S(t) is S1) AND (D1 is TC12)

((u1 is Med ) OR (u2 is Med))

THEN (S(t + 1) is S2)

2.3 State activation

We calculate the degree of activation of a state using
the Takagi-Sugeno-Kang paradigm [14].

In the rule-base a subset of all rules k contribute to
the same destination state i. To calculate the activity
of state i at time t + 1 we take into account the rules
contributing to the state i, ωi, weighted by the degree
of firing of all rules, ωk:

Si[t + 1] =

{ ∑
ωi∑
ωk

if
∑

ωk 6= 0

Si[t] if
∑

ωk = 0
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where the degree of firing for each rule ω is calculated
using the minimum for the AND operator.

2.4 Output variables

Y is the output vector (y1, y2, ..., yno). Y is a summary
of the characteristics of the system evolution that are
relevant for the application. In our case this is directly
the emotional state represented by the FFSM. For ex-
ample, in this application Y = (0, 0.7, 0.3) represents
an emotional state between neutral and happy.

The output vector is calculated by the output function
g.

2.5 Output function g

The output function g(U [t], S[t]), calculates the val-
ues for the output variables Y [t]. As a first possi-
ble implementation of Y we have chosen the function
Y = s(t) = (s1(t), s2(t), . . . , sn(t)). In this case the
model output is the current fuzzy state of the system
represented as a state activation vector.

In the prototype application we are directly interested
in the emotional state represented by the model. How-
ever, this does always not need to be the case and
other output functions could be defined. For example,
one could apply the average and the standard devia-
tion to the values of the input variables while the sys-
tem remained in the considered state. Furthermore,
each output variable yi could represent any parameter
which is related to an internal emotional state, and
usually more complex functions g are needed.

3 EMOTIONAL STATE
EXPRESSION IN XML

The FFSM provides as output directly the state cur-
rent activation S. We express this emotional state
through a voice which states a simple phrase.

For the voice synthesis we use Verbio Text-To-Speech
(TTS) [15]. The speech can be annotated using a stan-
dard markup language based on and very similar to
Speech Synthesis Markup Language (SSML) [19].

In the literature there are various articles describing
how emotional speech is different from normal speech
and what the parameters are that are modified [12, 18].
It should be noted however that there is not much
literature specifically centered on Spanish language
[10, 2, 9]. We have used the references specified here
and applied these to our speech synthesis method.

For example, when a person is experiencing joy a num-
ber of parameters are modified. Among these param-
eters are the fundamental frequency, which is higher

than normal, the speech rate, which is faster than nor-
mal, etc. Additionally, according to the literature, the
fundamental frequency decreases during the phrase ex-
pression. We have annotated speech to include these
parameters. Table 2 gives an overview of the used pa-
rameters. The annotated speech for joy is as follows:

<prosody pitch="+40%" range="+20%" rate="-30%">Estoy </prosody>
<prosody pitch="+20%" range="+20%" rate="-30%">muy </prosody>
<prosody range="+20%" rate="-30%">feliz.</prosody>

<prosody pitch="+40%" range="+20%" rate="-30%">Todo </prosody>
<prosody pitch="+26%" range="+20%" rate="-30%">ha </prosody>
<prosody pitch="+13%" range="+20%" rate="-30%">salido</prosody>
<prosody range="+20%" rate="-30%">bien. </prosody>

There are quite a number of parameters that can be
modified. Nevertheless, not all parameters we find in
the literature can be expressed using Verbio TTS or
other TTSs, for example variance in pitch, or mean /
range modification of intensity (only one general pa-
rameter exists for intensity).

Another limitation of the current prototype is that it
does not directly accept a mixture of emotional states
as input. Therefore, for the moment, the prototypi-
cal annotations have been constructed for five types
of emotional states. These annotations are related
to states {(1, 0, 0), (0.5, 0.5, 0), (0, 1, 0), (0, 0.5, 0.5),
(0, 1, 1)}. For the generation of an output sentence
at a certain point in time the most similar state’s an-
notation is selected.

Table 1: Emotional states and acoustic features.
sadness neutral joy

pitch mean < >

pitch range < >

pitch contour ց ր
intensity <

speech rate > <

4 EXPERIMENTATION

To test our prototypical system we have applied tem-
perature and luminosity data to it. The data was col-
lected during three weeks. The average values during
the last 24 hours has been calculated over the input
signal. The membership functions for defining when a
temperature or luminosity is ‘high’, ‘medium’ or ‘low’
has been defined automatically based on the range in
input values (approximately 35% of the samples are
defined as ‘high’, 30% as ‘medium’, and 35% ‘high’).

The activation of the states is evolving in function of
the current inputs, as well as on the basis of the cur-
rent simulated emotional state. An example showing
the evolution of the different states is given in figure 5.
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The system started in a depressed state due to the ini-
tial state activations settings, (1, 0, 0). However, the
input to the system did not provide any reason for be-
ing in this state, and quickly the system moves from a
mainly neutral state towards a joyful state. This state
continues for two days, after which the time restric-
tions for state 3 start to take effect, lowering the state
activation. At the same time the temperature and
luminosity start to fall, and during day 2-3 the con-
ditions are sufficiently bad to give rise to a depressed
state. But later in the week conditions start to improve
again, and a neutral state is recovered, followed by a
happy state, due to the improved weather conditions.

The speech output at a particular point in time was
annotated based on the nearest prototypical state’s
annotation, as explained at the end of section 3, and
displayed in table 2.

Currently the prototype is visualized by an icon on a
computer screen with a button next to it. When the
button is pushed a voice is heard speaking ‘hello world’
with different emotional intonations.
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Figure 5: The activity of three states S1,S2 and S3, as
well as the input variables luminosity and temperature.

5 CONCLUSIONS

We have presented a simple prototype as demonstra-
tion of how to create a virtual being that seems to have
emotional status and that behaves in agreement with
these emotions.

Table 2: Different annotations of the words in a sen-
tence based on the emotional state.

”and have a good day”

depressed

pitch mean -10% -20% -30% -40%

and contour

pitch range -20% -20% -20% -20% -20%

intensity -30% -30% -30% -30% -30%

speech rate +20% +20% +20% +20% +20%

depressed /

neutral

pitch mean -5% -10% -15% -20%

and contour

pitch range -10% -10% -10% -10% -10%

intensity -15% -15% -15% -15% -15%

speech rate +10% +10% +10% +10% +10%

joyful /

neutral

pitch mean +5% +10% +15% +20%

and contour

pitch range +10% +10% +10% +10% +10%

intensity

speech rate -15% -15% -15% -15% -15%

joyful

pitch mean +10% +20% +30% +40%

and contour

pitch range +20% +20% +20% +20% +20%

intensity

speech rate -30% -30% -30% -30% -30%

In this paper we have contributed to the development
of new techniques of human - computer communica-
tion. A FFSM has been used to create a model of dif-
ferent simulated emotional states. The computer pro-
duces the same spoken utterances with varying emo-
tional content, adding an additional connotation to
it’s content. The emotional content can be expressed
using SSML-like XML annotations.

This prototype is an additional step in the project of
building a complex virtual being. This virtual being
will be the personal assistant of the user. As humans
do, the computerized assistant will be able to commu-
nicate information about it’s context and emotional
state. Of course, to take advantage of this possibility,
the emotional states must be influenced by the vari-
ables in the context in such a way that the human user
will realize the content is modified. For example, the
tone of the voice could emphasize a message of warning
or the communication of a positive result.
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