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Abstract

In this work we study how a probabilistic
based model of fuzzy quantification can be
used to build quantified fuzzy summaries.
Given a particular set of data, we describe
how a set of expressions endowed with a se-
mantics that is convenient and comprehen-
sive for human consumption can be generated
for linguistically summarizing data.
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1 Introduction

Although fuzzy quantification has been presented in
the literature as a powerful mechanism for summa-
rizing data [7, 8, 9], building of summaries is not al-
ways based on plausible models of fuzzy quantification
[1, 2, 3, 6].

In [6] three main issues in fuzzy quantification are iden-
tified: interpretation, reasoning and summarization.
Interpretation is the main basic goal, as the other is-
sues depend on a correct modeling of fuzzy quantifiers.
Both reasoning and summarization depend on the first
issue, since a plausible behavior cannot be expected
for these tasks when non-plausible models are used for
quantified fuzzy reasoning. Therefore, building of lin-
guistic summaries based on fuzzy quantifiers demands
using plausible fuzzy quantification models in order to
be successful.

In this paper, we show that probabilistic fuzzy quan-
tification models [2, 3, 4] fulfill a number of proper-
ties that make them appropriate for the summariza-
tion problem. We focus our research in the use of the
FA model [2, 4]. The FA model is a (non-standard)
Determiner Fuzzification Scheme1 (DFS) [6] that has

1Determiner fuzzification schemes are fuzzy quantifica-

a very solid theoretical behavior and is much more
plausible than most of the models defined in the lit-
erature. Moreover, the model fulfills other adequacy
criteria that makes it very useful for practical appli-
cations. As a key point, the fuzzy operators induced
by the model are the product tnorm and the proba-
bilistic sum tconorm. This fact makes the FA model
essentially different from the standard models defined
in [6].

We can identify two main issues in summarizing data
with fuzzy quantifiers. The first one is to discover the
best set of quantified expressions that is capable to ad-
equately describe a given set of data, and to build sum-
maries based on them. In the second problem, fuzzy
quantifiers are used to guide the retrieval or ranking
of fuzzy quantified patterns.

In this paper we deal with the first summarization
problem. Given a set of data, we analyze the key
concepts to build a set of summaries involving quanti-
fiers to describe the data using the FA quantification
model. An algorithm that accomplishes this task is
proposed following these criteria.

2 The F
A

quantifier fuzzification

mechanisms

To overcome Zadeh’s framework to fuzzy quantifica-
tion Glöckner [6] reconsiders the problem of fuzzy
quantification as the problem of looking for adequate
procedures to transform semi-fuzzy quantifiers (spec-
ification means) into fuzzy quantifiers (operational
means). Fuzzy quantifiers are just a fuzzy general-
ization of crisp or classic quantifiers:

Definition 1: Fuzzy Quantifier. [6, pag. 66] An

n-ary fuzzy quantifier Q̃ on a base set E 6= ∅ is a map-

tion models fulfilling a very strict axiomatic framework [6],
that assures an excellent theoretical behavior. Standard
DFSs induce standard fuzzy operators (min tnorm and
max tconorm).
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ping Q̃ : P̃ (E)
n
−→ I = [0,1]. Here P̃ (E) denotes the

fuzzy powerset of E.

A fuzzy quantifier assigns a gradual result to each
choice of X1, . . . , Xn ∈ P̃ (E). An example of

a fuzzy quantifier could be ãll : P̃ (E)
2

−→ I

and a reasonable definition for it: ãll (X1, X2) =
inf {max (1 − µX1 (e) , µX2 (e)) : e ∈ E}.

Although a certain consensus may be achieved to ac-
cept this previous expression as a suitable definition for

ãll this is not the unique one. The problem of estab-
lishing consistent fuzzy definitions for quantifiers (e.g.,
“at least eighty percent”) is faced in [6] by introducing
the concept of semi-fuzzy quantifiers. A semi-fuzzy
quantifier represents a medium point between classic
quantifiers and fuzzy quantifiers, and it is close but
is far more general than the idea of Zadeh’s linguistic
quantifiers [10].

Definition 2: Semi-fuzzy Quantifier. [6, pag. 71]
An n-ary semi-fuzzy quantifier Q on a base set E 6= ∅

is a mapping Q : P (E)
n
−→ I.

Q assigns a gradual result to each pair of crisp sets
(Y1, . . . , Yn).

An example of a semi-fuzzy quantifiers with the mean-
ing of “at least about 80%” is:

ab≥80%(Y1,Y2) =

{
S0.5,0.8

(
|Y1∩Y2|
|Y1|

)
Y1 6= ∅

1 Y1 = ∅

where S0.5,0.8 (x) is a Zadeh’s S function.

In order to evaluate fuzzy quantified sentences mecha-
nisms that are capable to transform semi-fuzzy quan-
tifiers into fuzzy quantifiers are needed, i.e., mappings
with domain in the universe of semi-fuzzy quanti-
fiers and range in the universe of fuzzy quantifiers.
Glöckner names these mechanisms quantifier fuzzifica-
tion mechanisms.

Definition 3: [6, pag. 74]A quantifier fuzzification
mechanism (QFM) F assigns to each semi-fuzzy quan-
tifier Q : P (E)

n
→ I a corresponding fuzzy quantifier

F (Q) : P̃ (E)
n
→ I of the same arity n ∈ N and on

the same base set.

In [2, 4] the finite QFM FA is proposed. This model
is based on a probabilistic interpretation of fuzzy sets,
although it can also be interpreted in a fuzzy way [2,
chapter three].

Under the interpretation of fuzzy sets used in the FA

model, membership grades are interpreted as probabil-
ities, and independence between probabilities of differ-
ent elements is assumed.

Definition 4: FA. Let Q : P (E)
n
→ I be a semi-

fuzzy quantifier, E finite. The QFM FA is defined

as

FA (Q) (X1, . . . , Xn) (1)

=
∑

Y1∈P (E)

. . .
∑

Yn∈P (E)

mX1 (Y1) . . . mXn
(Yn)Q (Y1, . . . , Yn)

for all X1, . . . , Xn ∈ P̃ (E), where mX (Y ) =∏
e∈Y

µX (e)
∏

e∈E\Y

(1 − µX (e)).

This model is a finite DFS [2], and to our knowledge
the unique non-standard known DFS. Moreover, the
theoretical behaviour of the model is excellent [2, chap-
ter three], fulfilling some properties that makes it very
adequate for applications. In [4, 2] we have tested the
behaviour of the FA and other quantification models
in the information retrieval basic task , providing that
the FA model can work in realistic scenarios.

3 Ruspini quantified partitions and

probabilistic QFMs

Let us suppose we use a set of semi-fuzzy quanti-
fiers (“nearly none”, “a few”, “several”, “many” and
“nearly all”) to split the quantification universe. If
semi-fuzzy quantifiers can be interpreted in a prob-
abilistic way; that is, for a certain proportion x,∑

li∈L li (x) = 1 where the lis are the fuzzy numbers

used in the definition of the quantifiers, then the FA

model allows us to interpret fuzzy quantifiers in a prob-
abilistic way.

Definition 5: A set of semi-fuzzy quantifiers
Q1, . . . , Qr : Pn (E) → I forms a probabilistic Rus-
pini partition of the quantification universe if for all
Y1, . . . , Yn ∈ P (E) it holds that Q1 (Y1, . . . , Yn)+ . . .

+Qr (Y1, . . . , Yn) = 1.

In figure 1 we show a Ruspini quantified partition of
the quantification universe.

The application of the FA model on a Ruspini parti-
tion of quantifiers can be interpreted as a probability,
due to the following property, which is fulfilled by this
and other probabilistic models [2, chapter three].

Definition 6: [2] A QFM FA fulfills the property
of probabilistic interpretation of quantifiers if for all
probabilistic Ruspini partitions of the quantification
universe Q1, . . . , Qr : P (E)

n
→ I it holds that2

F (Q1) (X1, . . . , Xn) + . . . + F (Qr) (X1, . . . , Xn) = 1

2This property allows us to use the entropy to measure
the dispersion of the data for the fuzzy quantifiers. If the
entropy is low then most of the probability is concentrated
in a small set of quantifiers that describes very well the
data (e.g., “many temperatures are low in January”). If the
entropy is high then the probability is distributed between
several quantifiers.
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Figure 1: Fuzzy quantified proportional Ruspini par-
tition.

Moreover, for an easy definition of summarization
algorithms, we will use Ruspini quantified parti-
tions fulfilling the next symmetry relation: li (x) =
lw−i−1 (1 − x). In this way, the Ruspini quantified par-
tition is closed for the antonym property; e.g., “many”
is the antonym of “a few” and “nearly all” is the
antonym of “nearly none”. Thinking in crisp data, if
we know “many data are A” then we also know “few
data are not A”, that is also a quantifier of the Ruspini
partition. In the same way, if we know “many data are
related to label l”, we also know the rest of data are
associated to quantifiers “nearly none” or “a few”.

Probabilistic interpretation of quantifiers also allows
us to merge quantifiers in a very intuitive way. In fig-
ure 2 an hypothetical example of the process to merge
quantifiers is presented. We are using a very simple
result: the evaluation of the combination of two quan-
tifiers is the sum of the evaluation of the individual
quantifiers.

4 Using quantifiers in data

summarization

Different kinds of fuzzy quantified summaries can be
found in the literature [7, 8, 9], generally linking the
building of summaries to specific applications. We can
classify them into two different summarization prob-
lems:

Explaining the data with fuzzy quantifiers. The
problem we deal with in this paper. For a given set
of data, we look for procedures that allow us to ob-
tain a group of quantifiers that describes the set of
data conveniently. Summaries are associated to these
quantifiers.

Quantified pattern detection. In this case, we
have some knowledge about the quantification pat-

11.11% 22.22% 33.33% 44.44% 55.56% 66.67% 88.89% 100%77.78%0%

Pr(lq )=0.030
Pr(lq )=0.071 Pr(lq )=0.322 Pr(lq )=0.53

Pr(lq )=0.084

11.11% 22.22% 33.33% 44.44% 55.56% 66.67% 88.89% 100%77.78%0%

Pr(lq )=0.030
Pr(lq )=0.071 Pr(lq )=0.8223

Pr(lq )=0.084

Fusion of quantifiers

Figure 2: Example of the process of merging of quanti-
fiers. In the bottom of the figure the semi-fuzzy quan-
tifier related to the label lq23 has associated the 82%
of the probability.

terns that are of interest and can be found in the data.
Data are analyzed in search of these patterns and re-
sults are ranked using evaluation results of quantified
patterns and other criteria as the amount of data cov-
ered by the patterns.

Summaries in the first problem are related with the
issue of learning the best set of quantifiers to describe
the data. By means of quantifiers, we adapt the data
to a granularity level that is reasonable for human
consumption. That is, we explain the distribution of
the data by means of fuzzy quantifiers. In the sec-
ond problem, a rough idea on the kind of summaries
we are searching for in the data is the starting point.
Fuzzy quantification is needed for the evaluation of
the quantification patterns. Other criteria could be
needed to select or rank the interesting summaries, as
fuzzy quantification models are only used to analyze
the validity of the patterns.

Generating a summary as “many temperatures are hot
but a few are warm” for a given daily temperature
data set is an example of the first problem, as quanti-
fied expressions are used to explain the amount of data
associated to each linguistic label (i.e., cold, warm and
hot).

The second problem is generally application depen-
dent. For example, it could be interesting in a given
application to evaluate the relationship between the
number of people injured in traffic accidents and the
part of the day they occur, thus generating summaries
as “most of the summer days, number of people in-
jured in the morning was higher than in the after-
noon”. Here, most is a fuzzy quantifier and higher
a fuzzy comparator. And possibly to compare previ-
ous pattern with another ones “several summer days,
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number of people injured in the morning was less than
in the afternoon”

5 Some principles for building

quantified summaries

Let us consider a base set E, and let L = {l0, . . . , lv−1}
be a linguistic variable defined on a referential uni-
verse associated to some particular property of the
elements of E (i.e., E could be formed by a set of
days and L a linguistic variable defined on the uni-
verse of temperatures). Let FQ =

{
fQ0 , . . . , fQW−1

}
be a fuzzy quantified partition of the proportional uni-
verse [0, . . . , 100%] (i.e., “nearly none”, “a few”, “sev-
eral”, “many”, “nearly all”). Then the objective is to
find a set of quantified expression of the form Qi Es

are lj that conveniently summarizes the data.

Generated summaries should be adequate for human
consumption. Following data mining principles and
conversational principles3 [5, p. 204] we establish a
set of criteria to guide the summarization process:

Quality of the summaries. Degree of fulfillment
of the summaries should be high. Moreover, well be-
haved fuzzy quantification models are needed in order
to guarantee the quality of the results.

Compatibility of the summaries. A summary
composed of the following expressions: “nearly all the
days are hot” and “nearly all the days are warm” is
not adequate to human consumption. A good sum-
mary should be composed of “compatible quantifiers”
covering approximately 100 percent of the data set.

Unambiguity of the summaries. Ambiguous sum-
maries as “between 25% and 75% of the days are hot”
and “between 50% and 90% of the days are warm” are
not adequate. It should be noted these two summaries
are compatible, but ambiguous.

Minimization of the number of summaries.

Summaries consisting of a small number of expressions
should be preferred. “Fusion of quantifiers” and other
techniques could be employed to increase the quality
of the summaries. Moreover, following data mining
techniques, summaries explaining a large set of data
are more adequate.

6 Building summaries with the F
A

model

In this section we propose a greedy algorithm for build-
ing summaries using fuzzy quantifiers, following the
principles in the previous section.

3We have taken into account Conversational Maxims of
Grice’s theory.
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Figure 3: “Fuzzy Temperatures” linguistic variable, in
oC.

Months April

Labels\Quantifiers nn f s m na

very low 1 0 0 0 0

low 0 0.72 0.28 0 0

warm 0 0 0.28 0.72 0

hot 1 0 0 0 0

very hot 1 0 0 0 0

Table 1: Evaluation of the quantifiers for the different
temperature labels in April.

Let us consider a linguistic variable associated to a
certain variable of the data (e.g.,“fuzzy temperature”
in figure 3) and a Ruspini unary proportional quanti-
fied partition of the quantification universe (e.g., the
one presented in figure 1). Then, a way of summariz-
ing the data is to evaluate the combinations between
linguistic labels and linguistic quantifiers. Pairs of la-
bel/quantifiers with a high degree of fulfillment are
adequate candidates to generate summaries. We will
present this idea with an example.

Let us consider a temperature data set (in our exper-
imentation, monthly temperatures in Madrid in Jan-
uary, April and June 2006) (figure 4).

When applying the FA model to all the possible com-
binations of temperature labels and quantifiers the re-
sults presented in table 1 are obtained. We have eval-
uated FA (Qi) (labj (temperatures)) for each possible
(i, j), “nn=nearly none, f=a few, s=several, m=many
and na=nearly all”.

The results shown in table 1 are intuitive. E.g., we
find in April that “many temperatures are warm” and
“few temperatures are low” are respectively the most
adequate summaries using quantifiers few and many.
Previous matrix is a good summary of the fuzzy set,
that adapts the data to the granularities of the fuzzy
linguistic variable temperature and fuzzy quantified
partition.
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Now we sketch the main ideas of an algorithm to trans-
form previous matrix in a fuzzy quantified summary.
For simplicity, a greedy strategy is described.

We firstly introduce an index to measure the adequacy
of a given series of quantifiers Qs = {Qi, . . . , Qh} to
summarize a set of data. Definition is based on a
sequence or series of quantifiers because consecutive
quantifiers of high probability will be merged. We need
two previous definitions:

Definition: Specificity of a quantifier. Let Q :
P (E) → I be a unary proportional semi-fuzzy quanti-
fier defined by means of a proportional fuzzy number
fn : [0, 1] → I. We define the specificity of Q as:

Spec (Q) =
∫ 1

0
fn (x) dx. Specificity of a quantifier al-

lows us to compare different quantifiers of a Ruspini
quantified partition. In general, given two quantifiers
of similar probabilities, the most specific one is pre-
ferred to summarize a set of data4.

Definition: Threshold to merge quantifiers:

When we found a consecutive series of quantifiers
Qs = {Qi, . . . , Qh} with a high probability it could
be convenient to merge the quantifiers in order to gen-
erate a single quantified expression instead of several
ones. We will use a threshold to make the decision of
merging a series of quantifiers depending on its prob-
ability: u fusion = Spec (qi)

h. In this manner, less
specific (or wider) quantifiers requires a greater prob-
ability to be merged with other quantifiers. The h ≤ 1
parameter allows us to adjust the probability required
to merge the quantifiers.

Definition: Adequacy K index of a Qs =
{Qi, . . . , Qh} series of quantifiers. Let Qs =
{Qi, . . . , Qh} be a given series of quantifiers, then we
will use the next index K to measure the adequacy of
the series of quantifiers to be an adequate summary of
a data set:

K (Qs) =
∑

i≤j≤h

Pr (Qj) · (j − 1) ·
1

(Spec (Qj))

In previous expression:

• Pr (Qj) is the probability of the quantifier. In this
way, we look for sequences with a high probability
of fulfillment.

• j − 1 is used to promote quantifiers covering a
significant amount of data, following data min-
ing principles. Quantifier “nearly all”, that covers

4Here, specificity of a quantifier is not defined in the
same way that specificity of a fuzzy set. The idea of the
specificity is to measure the amount of possible proportions
covered by a proportional quantifier defined by means of a
fuzzy number in [0, 1].
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Figure 4: Average daily temperatures in January,
April and June of 2006 in Madrid.

a significant amount of data, is preferred to the
quantifier “a few” that does not cover too much
data.

• 1
(Spec(Qj))

is used to promote more specific quan-

tifiers.

In this way, the K index would be high for Qs covering
a large set of data, with a high probability and a low
specificity.

The idea underlying the algorithm is quite simplistic.
First we compute a matrix indicating which quantifiers
could possibly be merged. Then we look for the best
quantifier (or series of quantifiers) to summarize the
data (the one that maximizes the K index) and gen-
erate the corresponding expression. Then, we repeat
the process. In order to generate more understandable
expressions, previously used linguistic labels will not
be repeated (for human consumption, quantified ex-
pressions “nearly all are hot” and “a few are hot” are
incompatible). We also discard generating expressions
covering more than 100% of the data. If we interpret
the quantifiers as fuzzy numbers, we do not want the
sum of the quantifiers associated to the summaries to
be greater than 100% (i.e, a summary of data consist-
ing of the expressions “nearly all are hot” and “nearly
all are warm” are clearly not adequate for human con-
sumption). To prevent this, we stop the generation of
summaries when the generation of a new summary im-
plies covering more than 100% of the data.

Based on these considerations, we propose the algo-
rithm shown in table 2 to build a quantified summary
of a set of data.

Some of the results we have obtained with the previous
algorithm for the mentioned temperature data set are:
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Computing a quantified linguistic summary

FL = {l0, . . . , lv−1}
a linguistic variable

QS = {Q0, . . . , Qw−1}
a Ruspini quantified partition

R [i, j] =FA
(
li, QSj

)
,

i = 0, . . . , v − 1, j = 0, . . . , w − 1
Fusion [0 : v − 1, 0 : w − 1] =

Possible fusions of quantifiers

while we do not cover enough data

look for the best series of fusionable

quantifiers Qs = {Qi, . . . , Qh}
without repeating linguistic labels

without the summaries surpass 100%.

Generate a quantified expression for Qs

end while

Table 2: Algorithm for generating a quantified sum-
mary of a set of data

January: “Many temperatures are low”, “a few tem-
peratures are very low”

April: “Many temperatures are warm”, “a few tem-
peratures are low”

June:“Several or many temperatures are hot”, “a few
temperatures are warm”.

For example, in the case of January previous algorithm
generates a summary indicating that “many temper-
atures were low”. Daily temperatures for which the
“low” description is not adequate were only “a few”
and are associated to the label “very low”. We want to
emphasize the simplicity and intuitiveness of generated
summaries, very adequate for human consumption.

6.1 Conclusions and future work

In this work we have presented an initial proposal to
build linguistic quantified summaries with probabilis-
tic quantification models. Given a particular data set,
we have studied how to build a set of fuzzy quantified
expressions for summarizing the data, convenient for
human consumption.

Several relevant open questions still remain in rela-
tion to the proposal. Other criteria and algorithms
to guide the building of summaries should be studied.
Moreover, our approach deals with unary proportional
quantified expressions. Using other quantifiers have
not been studied, although a similar approach could
be used to generate summaries with binary propor-
tional quantifiers. In “Q of the l man are r paid”, by
fixing the label associated to the first variable “man”
(e.g. l = young) a similar procedure could be used to
compute a quantified set of expressions explaing how

many man are “r paid” given they are young.

Another important question is to make a deep study of
the second problem of summarizing with fuzzy quanti-
fiers (detect the most interesting set of quantified pat-
terns to summarize particular events).
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