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Abstract

In this paper, we provide a method for the
linguistic comparison of time series. The
method is based on the linguistic summa-
rization of time series obtained as the dif-
ference between the series being compared.
Several approaches to compute the difference
between the series lead to alternative seman-
tics in the summary. The presented method
is applied to an example in the Business In-
telligence field.

Keywords: Linguistic Summarization,
Time series, Business Intelligence, Fuzzy
Logic.

1 INTRODUCTION

Nowadays, it is very important to be able to manage a
wide range of information referring to business activ-
ities. The process of obtaining information from data
is getting more and more important as it allows users
to make decision analysis and forecasting [2]. In par-
ticular, the research in the Information Systems field
has been specially focused on searching for Business
Intelligence solutions.

Time dimension usually appears in Information Sys-
tems due to its importance in any commercial activity.
As an example, dealing with historical, current and fu-
ture predictive views are some of the most important
areas within Business Intelligence.

Many authors have focused their research activity on
time series Data Mining[1]. As important as the infor-
mation extraction is the process that permits users a
better understanding of this information. In this con-
text, linguistic summarization techniques are of spe-

cial interest because they produce sentences close to
natural language to describe data.

One of the most extended ways to face the linguistic
summarization problem is through the use of Fuzzy
Set Theory. An essential part of this research can be
found in R. R. Yager’s works, where he uses quantified
sentences in the sense of L. A. Zadeh first [15],[16], and
OWA operators later [17]. Also following Zadeh’s foot-
steps, we can find J. Kacprzyk et al. in [7], [11], [10],
[12], and [9], proposing new quality measures and us-
ing the protoform concept. G. Raschia et. al created
a model named SaintEtiQ [13], working with hierar-
chies. From a different point of view, P. Bosc and D.
Dubois proposed the use of association rules [3].

In this area, we have focused our efforts in obtaining
linguistic summaries that briefly present the essential
information regarding the evolution of a given feature
over time. Our proposal [4, 5] is based on the use
of fuzzy quantified statements and tries to get a brief
summary taking advantage of a fuzzy hierarchical par-
tition of a time dimension.

Another problem in this area where linguistic descrip-
tions are of special interest is the comparison of time
series. In [6] M. Umano et al. carry out a study about
describing time series data using their global trend and
local features. In another related work, J. Kacprzyk
and A. Wilbik [8] focus on the evaluation of similar-
ity of time series. They proposed a fuzzy quantifier
based aggregation approach and apply their method
to the analysis of investment fund quotations in order
to show the utility of the technique.

In this paper, a method for the linguistic comparison
of time series is presented. The method is based on the
application of our linguistic summarization approach
to a time series that appropriately describes the differ-
ence between the series being compared. We analyze
several approaches to compute the difference between
the series, leading this way to alternative semantics in
the summary.
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The paper is organized as follows: Section 2 defines the
comparison problem; Section 3 presents the proposed
approach to obtain the linguistic comparison. Finally,
a practical example appears in Section 4 and some
conclusions are presented in Section 5.

2 TIME SERIES COMPARISON
ACROSS TIME

The problem we address in this work is, given two
time series of data defined over the same time domain,
to obtain a linguistic summary that describes the dif-
ference in value between the two series across time.
As we will see, this linguistic summary is achieved by
means of a hierarchical fuzzy partition of the time do-
main and a fuzzy linguistic granulation of the variable
domain. An illustrative example of these elements is
depicted in Figure 1.

As we can see, the figure represents the behavior of
a given variable V along time in two different series.
The y-coordinate displays the domain of the variable V
as a fuzzy partition. The x-coordinate shows the time
dimension hierarchically organized as a set of different
fuzzy partitioned levels.
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Figure 1: Time series

We assume that the time dimension is described in its
finest grained level of granularity by T = {t1, ..., tm}.
Then, we consider a couple of time series defined on
this time dimension, namely, TS1 and TS2. TSi(tj)
represents the value of the variable V under study in
tj as given by TSi.

As we have previously mentioned:

• The basic domain of variable V is partitioned by
a set of linguistic labels E={E1, ..., Es}.

• The time dimension is hierarchically organized in
n levels, namely, L=L1, ..., Ln. Each level Li has

associated a partition {Di,1, ..., Di,pi} of the basic
time domain.

There is no restriction concerning the form of the mem-
bership function of a label apart from that it must be
normalized. In our approach, we will use trapezoidal
functions. When necessary, labels Di,j in time dimen-
sion can be the union of a set of trapezoidal functions.

In this work, a set of labels {X1, ..., Xr} is a partition
on X iff:

1. ∀x ∈ X, ∃Xi, i ∈ {1..r}|µXi(x) > 0.

2. ∀i, j ∈ {1..r}, i 6= j, core(Xi) ∩ core(Xj) = ∅.

Additionally, concerning the hierarchy of the time di-
mension, we add the following constraints:

1. ∀i, j ∈ {1..n}, i < j, pi > pj (i.e, as we move up-
ward in the hierarchy, the number of labels of the
partition decreases).

2. ∀i ∈ {2..n}, ∀j ∈ {1..pi}, ∀k ∈ {1..pi−1}|(Di,j ⊆
Di−1,k) → (Di,j = Di−1,k) (i.e., labels cannot
generalize another label of an upper level).

3 THE PROPOSED METHOD

In order to face the problem of series comparison, we
propose the obtention of a new time series as the dif-
ference ∆TS between the two series being compared.
Then we can linguistically summarize this new se-
ries obtaining information regarding the comparison.
These two steps are detailed below.

3.1 Obtaining the ∆TS time series

∆TS time series can be obtained in several different
ways. Let us consider the following definition.

Definition 1 Let TS1 and TS2 be two time series de-
fined over the same variable V at a given period of
time. Then,

∆TSabs(ti) = TS1(ti)− TS2(ti) (1)

∆TSglobal(ti) =

{
0, if TS1(ti)− TS2(ti) = 0
TS1(ti)− TS2(ti)

M −m
, otherwise

(2)

∆TSlocal(ti) =

{
0, if TS1(ti)− TS2(ti) = 0

TS1(ti)− TS2(ti)

max(TS1(ti), TS2(ti))−m
, otherwise

(3)

where ti is a specific point in the time domain, M
is the global maximum of TS1 and TS2, and m is the
global minimum of TS1 and TS2.

This definition proposes three different ways to face
the computation of the new series that describes the
difference between the two original ones. At a given
time point ti,
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Figure 2: Time series data TS1, TS2 and ∆TSabs

• ∆TSabs(ti) is the difference, in absolute terms,
between the two original series at the point ti
(Equation 1).

• ∆TSglobal(ti) is the difference, in relative terms,
between the two original series at the point ti, ac-
cording to the scale of values of the two original
series (i.e., the difference between the global max-
imum and minimum of the two series)(Equation
2).

• ∆TSlocal(ti) is the difference, also in relative
terms, between the two original series at the point
ti, but now according to the scale of values of the
given time point in the two original series (i.e.,
the difference between the maximum value at the
given time point and the global minimum) (Equa-
tion 3).

The choice of the strategy depends on the necessities
of the user or the problem in each particular situation.
∆TSabs is the only option if we are interested in the
analysis of the difference between the series in absolute
terms. Figure 2 depicts an example of the use of this
first alternative. As can be seen, the new series ranges
over the same variable domain than the original one.

Nevertheless, if we are interested in the analysis of
the difference between the series in relative terms, we
have two different alternatives. Figure 3 shows the
∆TSglobal and ∆TSlocal obtained for the previous ex-
ample. The figure illustrates the difference between

Figure 3: ∆TSlocal and ∆TSglobal

the two strategies: while in ∆TSglobal the same differ-
ence between the original series produces always the
same value in the new one (see points a and b), in
∆TSlocal the lower the original values the greater the
significance of the difference (see points c and d). In
this sense, ∆TSabs behaves like ∆TSglobal (see Figure
2, points a and b).

Additionally, in contrast to the case of ∆TSabs, the
new series (both ∆TSglobal and ∆TSlocal) range over
[−1, 1].

Once we have opted for a given strategy, we have to
provide a linguistic description of the domain of the
new series. In our method, we use a linguistic variable
with the following features:

• The linguistic variable covers both positive and
negatives values.

• In the case of ∆TSabs, it is defined on the range
[−M, M ].

• In the case of ∆TSglobal and ∆TSlocal, it is de-
fined on the range [−1, 1].

As an example, Figure 4 depicts a possible linguistic
variable for the interval [−1, 1].

3.2 Obtaining the summary

In the previous subsection, we have analyzed how to
obtain a new time series that describes the difference

ESTYLF 2010, Huelva, 3 a 5 de febrero de 2010

XV Congreso Español Sobre Tecnologías y Lógica Fuzzy 269



Figure 4: Linguistic labels.

between the two time series under study. Now, we
have to obtain an appropriate linguistic summary of
this new series.

We consider that the user is interested in linguistic
summaries that take the form of a collection of quan-
tified sentences describing the behavior of a time series.
We assume that the basic elements of these summaries
are the linguistic labels described in Section 2. That
is, our approach will deliver a collection of sentences
of the form “Q of Di,j are A” where:

• Di,j is a label member of a certain level i of the
hierarchy associated to the time dimension.

• A is a label or the union of a subset of labels of
the partition of the variable V under study (in our
case, according to the strategy followed in order
to obtain the new series, this partition will be
defined on [-M,+M] or [-1,1]).

The user must provide a collection of quantifiers defin-
ing the kind of fuzzy quantities and percentages she/he
is interested in. This can be defined by choosing
among a collection of predefined quantifiers. In this
work, we consider that the user provides a totally or-
dered subset {Q1, ..., Qqmax} of a coherent family of
quantifiers Q [14] to be used in the summarization pro-
cess. In addition, the user will provide a threshold τ
for the minimum accomplishment degree he wishes for
the quantified sentences comprising the summaries.

Figure 5 represents one of the algorithms we proposed
in [5] for obtaining the linguistic summaries. In or-
der to look for brevity of the summary, we start from
the time periods in the top level of the hierarchy.
Each level has its own quantifier bound (Qboundi)
and grouping bound (Gboundi) that, respectively, in-
dicate the less strict quantifier to be considered and
the maximum number of labels Ei to be aggregated
in a sentence at this level of the time domain. The
set ToSummarize is the collection of time periods for
which a quantified sentence is missing. If it is possi-
ble to obtain an accomplishment degree greater than

1. ToSummarize ← Ln;

2. Summary ← ∅; Summarized ← ∅;

3. While ToSummarize 6= ∅
(a) Take Di,j ∈ ToSummarize

(b) ToSummarize ← ToSummarize\{Di,j}
(c) p ← qmax; covered ← false;

(d) While p ≥ Qboundi and not covered

i. k ← 1;

ii. While k ≤ Gboundi and not covered

A. Let A ← argmaxB∈Ck
GDQp (B/Di,j)

B. If GDQp (B/Di,j) ≥ τ then

Summary ← Summary ∪ {Qp of Di,j are A};
Summarized ← Summarized ∪ (Di,j)

covered ← true;

C. k ← k + 1;

iii. p ← p− 1

(e) If not covered and i > 1 then

ToSummarize ← ToSummarize ∪ ch(Di,j).

(f) else if i = 1 then

Summary ← Summary ∪ {Di,j is highly variable}

where ch(Di,j) is defined as follows: ch(D1,j) = ∅ for all j.

Otherwise, ch(Di,j) = {Di−1,k, k ∈ {1..pi−1}|Di−1,k ∩ Di,j 6= ∅
and ¬∃D ∈ ToSummarize ∪ Summarized, (Di−1,k ∩Di,j) ⊆ D},
and Ck = {∪Eh∈F Eh | F ⊆ E, |F | = k}.

Figure 5: Algorithm 1 to obtain linguistic summaries.

τ for a certain period using a quantifier Q and a sin-
gle label, the procedure obtains a summary for that
period. If it is not possible, the procedure tries with
the union of different subsets of labels: couples, trios,
quartets, etc, until we obtain an accomplishment de-
gree greater than τ . The size of the subset is given by
k being Gbound its maximum value. When a summary
is found in a certain time period we say that the period
is covered. If all the groups were tried without success,
the algorithm repeats the grouping process again, but
with a less strict quantifier, until Qboundi is reached.
If no result is found for a given period Di,j , we try
to obtain such sentences with the corresponding chil-
dren ch(Di,j) in the next level. If ch(Di,j) = ∅, then
a sentence indicating the observed variability is added
to the summary (Di,j is highly variable 1). The final
set of linguistically quantified sentences comprising the
summary is Summary.

The second algorithm proposed in [5] is similar to that
in Figure 5 with the difference that when it is not pos-
sible to obtain an accomplishment degree greater than
τ for a certain period using a quantifier Q and a sin-
gle label, the procedure tries with less strict quanti-
fiers before trying with aggregations of labels in E. In

1Though variability is also analyzed in [9], we refer to
this characteristic of the series only when we cannot suit-
ably summarize the values for a given time period.
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summary, the first approach tries to obtain summaries
with more restrictive quantifiers, while the second one
tries to obtain summaries with smaller groups of la-
bels. The obtained results will depend on the family
of quantifiers, the threshold τ , the bounds pointed by
the user at the different levels of the time hierarchy,
and, of course, the data series.

When the summary is obtained, the set of sentences
is postprocessed in order to produce an easier to read
paragraph. The repetitions can be removed via merg-
ing sentences that cover different time periods but pro-
duce the same trend. The merging process takes into
account sentences with the same quantifier and trend
as well as sentences with the same quantifier. For
example, if the summary is In A, the difference was
mostly low or very low. In B, the difference was mostly
low or very low, the function produces the sentence In
A and B, the difference was mostly low or very low,
which is shorter and clearer.

4 A PRACTICAL CASE

In this section we will work with a representative ex-
ample in order to apply our process and clarify con-
cepts or procedures introduced in formers sections.
Figure 6 contains the time series that shows the pa-
tient inflow on two different medical centers during a
given year.

Figure 6: Patient inflow in two medical centers.

Using equations 2 and 3 we obtain the time series
data depicted in Figure 7, both relative differences.
The y-coordinate represents the differences in terms
of Figure 4, and the x-coordinate represents the time
dimension. As we can see, the time dimension is hier-
archically organized following a meteorological criteria
thanks to three fuzzy partition of the time domain,
namely: one based on approximate months (in order
to avoid a strong dependence of the obtained sum-
maries with respect to the crisp boundaries of conven-
tional months) and two others with different levels of
granularity. Fuzziness is specially useful in these two

last partitions because transitions between periods are
clearly fuzzy.

Figure 7: Relative differences.

The example is carried out using a subset of trape-
zoidal quantifiers Q = {Q1 = (0, 0.4, 0.6, 1), Q2 =
(0, 0.6, 0.8, 1), Q3 = (0, 0.7, 0.9, 1)} (that we have
called at least half of, at least 70% of, and most of,
respectively) and a threshold τ = 0.7 and values
Qboundi = Gboundi = 2 ∀i as parameters.

For instance, we will use algorithm 1 (Figure 5) with
the time data taken from the local relative difference
(∆TSlocal) between patient inflow in centers A and B.
The set of quantified sentences obtained is:

- At least 70% of the time, the patient inflow with cold

weather is much higher in center A than in center B

- At least 70% of the time, the patient inflow with hot

weather is slightly lower or much lower in center A than

in center B

- At least 70% of the time, the patient inflow in March is

slightly higher or similar in center A than in center B

- The patient inflow difference between center A and

center B in April presents variability

- The patient inflow difference between center A and

center B in May presents variability

- The patient inflow difference between center A and

center B in September presents variability

- At least 70% of the time, the patient inflow in October

is similar or slightly lower in center A than in center B

- Most of the time, the patient inflow in November is much

higher or slightly higher in center A than in center B

After the postprocessing, we will have

Most of the time, the patient inflow in November is much

higher or slightly higher in center A than center B. At least

70% of the time, the patient inflow with cold weather is

much higher in center A than center B, with hot weather

is slightly lower or much lower in center A than center B,

and in March is slightly higher or similar in center A than

center B. Finally, the patient inflow difference in April,
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May and September presents variability.

5 CONCLUSIONS

We have presented an approach to obtain a particular
case of linguistic comparison of two time series, as a
summary of the difference in each point between both
series. This technique is relevant as a Business Intel-
ligence tool for decision making, since it provides an
easy-to-understand information to the decision maker.
It is worth noticing that understandability and brevity
are improved by using user-defined hierarchical fuzzy
partition of time dimension and user-defined quanti-
fiers. As future work we plan to perform linguistic
comparison on the basis of other features, and to ap-
ply new summarization algorithms that are currently
being developed.
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