ESTYLF 2010, Huelva, 3 a 5 de febrero de 2010

DECISION MAKING WITH DISTANCE MEASURES, WEIGHTED
AVERAGES AND INDUCED OWA OPERATORS

José M. Merig6

Anna M. Gil-Lafuente

Department of Business Administration, University of Barcelona,
Av. Diagonal 690, 08034 Barcelona, Spain, {jmerigo, amgil}@ub.edu

Abstract

We develop a new decision making model by
using distance measures, weighted averages and
OWA operators. We introduce the induced
ordered weighted averaging - weighted
averaging distance (IOWAWAD) operator. We
study some of its main properties and particular
cases such as the weighted Hamming distance,
the induced OWA distance (IOWAD), the
arithmetic weighted distance and the arithmetic
IOWAD operator. We apply the new approach
in a decision making problem about product
management.

provides a parameterized family of aggregation operators
that range from the maximum to the minimum, see, for
example [1,5-20].

Recently, some authors [12-13,14] have tried to unify
both concepts in the same formulation such as the work
developed by Torra [12-13] with the introduction of the
weighted OWA (WOWA) operator and the work of Xu
and Da [14] about the hybrid averaging (HA) operator.
Both models unified the OWA and the WA because both
concepts were included in the formulation as particular
cases. However, as it has been studied in [5-7], these
models seem to be a partial unification but not a total one
because they can unify them but they cannot consider
how relevant these concepts are in the specific problem

considered. For example, in some problems we may

Keywords: Decision making, Distance prefer to give more importance to the OWA operator
measures, Induced OWA operator, Weighted because we believe that it is more relevant and vice versa.
average. Recently, Merigé [5-6] has developed a new approach

that unifies the OWA and the WA in the same

formulation considering the degree of importance that
each concept may have in the problem. He called it the
ordered weighted averaging — weighted averaging
(OWAWA) operator. Moreover, he has further extended

In the literature, we find a wide range of aggregation this approach by using order-inducing variables and
operators (or aggregation techniques) that have bee#ncertain information [5,7].

useful in the field of decision making [2,5-11,15,17-20].

A very useful technique for doing this is the Hamming The aim of this paper is to develop a new distance
distance [3] and more generally all the distance measureg€asure that we call the induced OWAWA distance
[2-5,11]. The main advantage of using distance measure§Perator and apply it in a decision making problem about
in decision making is that we can compare the alternativeproduct management. The IOWAWAD operator is a

of the problem with some ideal result [2-5,11]. distance aggregation operator that provides a

parameterized family of aggregation operators between
In order to deve|op the decision process we may uséhe maximum and the minimum distances. It normalizes
different types of aggregation operators (also known aghe Hamming distance (or other distances) with the
aggregation functions) for the normalization process of/OWAWA operator. Therefore, we are able to include the
the distance measures. The weighted average (WA) is on&/A and tr(‘f IOWA _?rr])eratpr _atltrc;e same_dtlme In thef
of the most common aggregation operators found in thé;izgnmégg sféinczfs. thgsérlifchlrrr]](;tlijc e\?v e?gr\wl\'zle de LGn%ﬁ“gg
literature. It can be used in a wide range of pmblemsdistance, the arithmetic IOWAD operator, the OWAWA

e e o gtance opersor e IOWAD opereto, the i
9 agareg P 9 amming distance, the maximum weighted Hamming

averaging (OWA) operator [15]. The OWA operator distance, and a lot of other particular cases.

1 INTRODUCTION
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2.3. THE INDUCED OWA OPERATOR
This paper is structured as follows. In Section 2, we
review some basic concepts. Section 3 presents th&@he IOWA operator [17,19] is an extension of the OWA
IOWAWAD operator and Section 4 gives a numerical operator. Its main difference is that the reordering step is
example. In Section 5 we summarize the conclusions. not carried out with the values of the argument#n this
case, the reordering step is developed with order inducing
variables that reflects a more complex reordering process.

2 PRELIMINARIES It can be defined as follows.

2.1. THE HAMMING DISTANCE Definition 3. An IOWA operator of dimensiom is a
mapping IOWA:R" x R" - R that has an associated
The Hamming distance [3] is a very useful technique forweighting vectoW of dimensiom such thatzrjlzle =1
calculating the differences between two elements, two ]
sets, etc. In fuzzy set theory, it can be useful, for example‘,”md\’vj 0[O, 1], then:
for the calculation of distances between fuzzy sets, .
interval-valued fuzzy sets and intuitionistic fuzzy sets. For  jowA((u;,a.), (Up)..., (Unan) = > w; b (3)
two setsA andB, it can be defined as follows. j=1

Definition 1. A weighted Han:ming ciistance of whereby is thea value of the IOWA paiKu;, a) having
dimensionn is a mappinghw: [0, 1] x [0, 1]'— [0, 1] thejth largestu, u; is the order inducing variable aadis
that has an associated weighting vettbof dimensiom the argument variable.

such that the sum of the weights is 1 amadd [0, 1].

Then:

2.4. THE INDUCED OWA DISTANCE OPERATOR

n

dwr(A, B) = [Elw |3 —b |] (1) The induced OWAD (IOWAD) operator [5] represents an
extension of the traditional normalized distance by using

IOWA operators. The difference is that we reorder the

arguments of the individual distances with order inducing

variables that represents a complex reordering process. It

Note that it is possible to generalize this definition to all can be defined as follows.

the real numbers by usirigl x R'— R. Note also that if Definition 4. An induced OWAD operator of dimension

w;, = 1/, for all i, then, we get the normalized Hamming is a mapping IOWADR" x R' x R’ — R that has an

distance. For the formulation used in fuzzy set theory, S€€ ssociated weighting vect® of dimensionn such that
for example [2-5,11].

Z?=1Wj =1 andw; O [0, 1]. Then, the distance between

wherea; andb; are theith arguments of the sefsandB
respectively.

two sets is:
2.2. THE OWA OPERATOR

n
The OWA operator [15] provides with a parameterized — IOWAD((Uy, X1, Y1), ..., (Un, Xn, Yn)) = X W; D;j C]
family of aggregation operators that include the arithmetic 1=l
mean, the maximum and the minimum. It can be defined
as follows. whereD; is thelx - | value of the IOWAD tripletu;, x,
yi»y having thejth largestu, u is the order inducing
Definition 2. An OWA operator of dimensiom is a variable,x; is theith characteristic of the ideaét y; is the
mappingOWA R — R that has an associated weighting ith characteristic of thith alternative anéé =1, 2, ..., m.
vectorW of dimensiom such that the sum of the weights
is 1 andw; O [0, 1], then:
2.5. THE OWAWA OPERATOR

n
OWA(ay, &,..., &) = X Wb (2)  The ordered weighted averaging — weighted averaging
1= (OWAWA) operator is an aggregation operator that
) ) unifies the WA and the OWA operator in the same formu-
whereb; is thejth largest of the. lation considering the degree of importance that each
concept has in the analysis [5]. It is defined as follows.
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Definition 5. An OWAWA operator of dimension is a the IOWAWA operator. Then, the reordering of the
mapping OWAWA: R" - R that has an associated individual distances is developed according to order-
weighting vectorW of dimensionn such thaw; O [0, 1] inducing variables that represent a complex reordering

and yn_ w. =1, according to the following formula: process of the individual distances formed by comparing
J=17 two sets. The main advantage of this new approach is that

it is able to deal with situations where we have some
subjective information about the possibility of occurrence
of the different results and the attitudinal character of the
decision maker that it is assessed with order inducing
whereb is thejth largest of they, each argumerd, has variables in order to represent his attitude in a complete

1 ) v way considering a wide range of aspects such as the
an associated weight (WA) with YfL;v; =1 andv O  gegree of optimism, psychological aspects and time
[0, 1], V; = Bw; + (1- B)v; with S0 [0, 1] andy; is the pressure. It can be defined as follows for two Xets{x;,

weight (WA)v; ordered according thy, that is, according X, o Xob ANAY = {y, 2, ... Yol
to thejth largest of the.

n ~
OWAWA(ay, ..., a) = X Vjb; (5)
j=1

Definition 7. An IOWAWAD operator of dimension is

By choosing a different manifestation in the weighting & Mapping IOWAWAD:R" x R* x R' — R that has an
vector, we are able to obtain a wide range of particularSSociated weighting vectd¥ such thatw; 0 [0, 1] and

types of OWAWA operators [5]. Especially, whgre= 0,  X{w; =1 according to the following formula:

we get the WA, and if = 1, we get the OWA operator.

n ~
IOWAWAD((Uy, X3, Y1), -+, (Un, X, Ym) = 2 Vjb; (")
2.6. THE INDUCED OWAWA OPERATOR 1=

The induced ordered weighted averaging — weightedwhereb; is the % —yi| value of the IOWAWAD tripletu;,
averaging (OWAWA) operator is a new model that x;, y;) having thejth largestu;, u is the order inducing
unifies the OWA operator and the weighted average in thevariable,x; is theith argument of the s&t = {x,, ..., X},

same formulation and considering a complex reorderingy; is theith argument of the set = {yi, ..., y»}, each
process based on order inducing variables. It can beargument or individual distandg - y;| has an associated
defined as follows. weight (WA) vi with ¥Lv. = 1 andv O [0, 1],

Definition 6. An IOWAWA operator of dimensionisa Vi =A%+~ B)vj with S0 [0, 1] andy, is the weight
mapping IOWAWA:R" x R" — R that has an associated (WA) v; ordered according to thth largesty.
weighting vectoW of dimensionn such thaty; O [0, 1]
and >0 w; =1, according to the following formula: Note that it is also possible to formulate the IOWAWAD
1= operator separating the part that strictly affects the
IOWAD operator and the part that affects the WAD.
n

IOWAWA (U89, (Uz,80)-., (Un8n)) = Ele b5 6 pefinition 8. An IOWAWAD operator is a mapping

IOWAWAD R" x R" x R" — R of dimensiom, if it has an

where b; is the & value of the IOWAWA pair(u,a)  associated weighting vect, with >7_;w; =1 andw

having thejth largestu;, u; is the order inducing variable 0 [0, 1] and a weighting vectdr that affects the WAD
and g; is the argument variable, each argumgritas an e '
with ¥Lv; =1 andv O [0, 1], such that:

associated weight (WA); with ¥, v; = 1 andv;, O [0,
11, ¥ =Aw; +@-B)v; with B0 [0, 1] andvj is the | oWAWAD((UL %o, Yo)r ... (Un X ) =

weight (WA) v; ordered according thy, that is, according n n
to thejth largest of they,. ﬁjélebj + (1‘ﬁ)i§1\(|>ﬁ -yl ®
3 THE INDUCED OWAWA DISTANCE whereb; is the X - yi| value of the IOWAWAD tripletu;,

X, Yiy having thejth largestu, u is the order inducing

The induced ordered weighted averaging weightedV@"ablex: is theith argument of the sét = {x,, ..., xq},
averaging distance (IOWAWAD) operator is a distance Yi IS theith argument of the sef = {y,, ..., y)}, and U
measure that uses the WA and the OWA operator in thd0> 11

normalization process of the Hamming distance by using
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Note that if the weighting vector is not normalized, i.e.,
\7=er‘:l\7j #1, then, the IOWAWAD operator can be

expressed as:

1

‘M=

IOWAWAD«UL X1, yl>! EERN] <un1 Xy Yn» = 0 bj (9)

1 J

<

J

If D is a vector corresponding to the ordered argunignts
we shall call this the ordered argument vector, Ahds
the transpose of the weighting vector, then,
IOWAWAD operator can be represented as follows:

IOWAWADUL, X1, Y1), -+-s (Uny X V) = w'D (10)

Note that it is possible to distinguish between descending

(DIOWAWAD) and ascending (AIOWAWAD) orders.
The weights of these operators are relatedjleyw*,, 51,
where w; is the jth weight of the DIOWAWAD and
w* .1 thejth weight of the AIOWAWAD operator.

Note that IOWAWAD (uy, X1, Y1), ---s {Un, Xn, Yry) = O if
and only ifx, =y, for all i O [1, n]. Note also that
IOWAWAD (U1, X1, Y105 «--s {Un, Xn, Yn)) = IOWAWAD

(<U1, X1, yl>! LR <un1 Xns Yn»

The IOWAWAD operator is monotonic, bounded and
idempotent. It is monotonic becausexf+y| > |s - ti,
for all ) -y, then,IOWAWAD ({(us, X1, Y1), ---» {Un, Xn,
y) = IOWAWAD((Uy, S, ty), ..., (Un, Sh, t). It is bounded

because the IOWAWAD aggregation is delimitated by the

minimum and the maximum. That is, MiR{|- yi|} <
IOWAWAD«UL Xl! yl>! ERRE} <un1 Xn! Yn» < Max{lxl _yll} It
is idempotent because ¥ |- yi| = k -], for all k - i,
then,IOWAWAD((Uy, X1, Y1), .., {Un, X Vo)) = K =Y.

Note that we could study different measures for
characterizing the weights, especially the OWA part, suche

as the entropy of dispersion, the divergencé\oér the

balance operator. The entropy of dispersion is defined as

follows:

n
HW) = = X wj In(w;) (11)
j=1
For the balance operator, we get:
n Y
j:]_ n-1

And for the divergence oW
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n — 2
DIV(W) = 3, w, (u —a(\N)]
J:l 1

n-—

(13)

A further interesting issue to consider is the different
families of IOWAWAD operators that are found in the
weighting vectoW and the coefficien.

e If B =0, we get the weighted Hamming distance.

« If B =1, we get the IOWAD operator.

The arithmetic weighted distance\{if = 1/, for all j).

e The arithmetic IOWA distance (¥ = 1h, for alli).

e The normalized Hamming distance \jf= 1h, for all
i, andw; = 1/, for allj).

The maximum weighted distance,(= 1 andw;, = O,
for allj # p, andu, = Max{ |x —Vi[}).
The minimum weighted distance{= 1 andw; = 0,

for allj # p, and u, = Min{ [x —i[}).

* The IOWAWA operator (if one of the sets is empty).

* The OWAWA (the ordered position of theis the
same than the ordered positigh

* The IOWA @ =1).

« The OWA @3 = 1 and the ordered position of the
is the same than the ordered positi)n

* The weighted averag@ € 0).

» The Hurwicz weighted distance criteria,(= a, with
U, = Max{[x —¥il}; wg=1- a, us = Min{|[x, —y[}; and
w; = 0, for allj # p, q).

* The step-IOWAWAD = 1 andw; = 0, for allj # k).

e The olympic-IOWAWAD operatorv; =w, = 0, and
w; = 1/(n - 2) for all others).

* The general olympic-lIOWAWAD operatow(= 0 for
j=1,2,...knn-1, ...,n-k+ 1; and for all others
wi = 1/(n — 2K), wherek < n/2).

* The S-IOWAWAD (v = (1h)(1-(a+p) + a, w, =

AM)@A-(a+p + 6 andw; = (Lh)(1 - (a+ p) forj =

2ton- 1 wherea, S0 [0, 1] anda + B< 1).

The centered-IOWAWAD (if it is symmetric, strongly

decaying from the center to the maximum and the

minimum, and inclusive).

» Etc.

Note that other families of IOWAWAD operators may be
used following a similar methodology as it has been
developed for the OWA operator and its extensions [1,5-
20]. Moreover, we could extend this analysis to other
types of distances such as the Euclidean (or quadratic)
distance, the Minkowski (or generalized) distance and the
quasi-arithmetic distance.

It is worth noting that some previous models already
considered the possibility of using OWA operators and
WAs in the same formulation. The main models are the
WOWA operator [12-13] and the HA operator [14]. In

this case, following these methodologies, we could
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develop the induced WOWA distance (IWOWAD)
operator and the induced hybrid averaging distanceTable 1: Available products

(IHAD) operator in a similar way as it has been done in C, C, G Cs Cs

the IOWAWAD operator. Another approach that could be Aq 0.6 0.3 0.4 0.8 0.7
analyzed is the concept of immediate probability [18] A- 0.7 0.9 0.2 0.3 0.4
because we could use it as a weighted average (immediate As 0.4 0.7 0.3 0.5 0.6
weighted average). Thus, we could also develop the A4 0.8 0.2 0.1 0.6 0.9
induced immediate weighted averaging distance (IIWAD) As 0.4 0.7 0.6 0.3 0.7

operator. Note that other models could also be considered ) o o

under this framework where we are developing differentAccOrding to the objectives of the decision maker, he
extensions and generalizations. However, we believe tha?St‘Fj‘bl'S_hes the following ideal product. The results are
the approach that we are following seems to be the mos?’hoWn in Table 2.

complete. Therefore, we will not_ analyze in detail the Table 2. Ideal product.

other approaches although sometimes we will make some

C. C, Cs Csy Cs
remarks about them. I 09 1 08 08 09
4 ILLUSTRATIVE EXAMPLE Due to the fact that the attitudinal character is very

complex because it involves the opinion of different

. . .. members of the board of directors, the recruiters use order
The IOWAWAD operator can be implemented in a wide jnducing variables to express it. The results are

range of applications where it is possible to use weighte epresented in Table 3.

averages, distance measures and OWA operators. Thus,

we see that the applicability is incredibly broad becausergple 3: Order inducing variables

all the previous models and theories that use the WA can C C, C C. Cs
be revised and extended by using the IOWAWAD. ] 14 26 22 17 19

Summarizing some of the main fields where it is possiblewyith this information, it is possible to develop different

to apply the IOWAWAD operator, we can mention methods based on the IOWAWAD operator for selecting

statistical theory, mathematics, economics, decisiona product. In this example, we will consider the NHD, the

theory, engineering, soft computing and physics. WHD, the IOWAD and the IOWAWAD operator. We
will assume thaf? = 0.5 and the following weight&V =

We focus on an application in decision making about(0.1, 0.1, 0.2, 0.2, 0.4) and = (0.3, 0.3, 0.2, 0.1, 0.1).

selection of products. We analyze a customer that wantJ he results are shown in Table 4.

to buy a new product and he has five different brands that

give him more or less the product he wants. Table 4: Aggregated results
NHD WHD IOWAD IOWAWAD
« A= Product A. A, 032 0.4 0.27 0.335
. A,= Product B. A, 038 0.31 0.35 0.33
. As= Product C. As 038 0.4 0.22 0.31
« A= Product D. A, 036 0.43 0.23 0.33
. A= Product E. A 0.34 0.35 0.39 0.37

In order to evaluate these products, the customer analyzd§ We establish an ordering of the products, a typical
the products considering five main characteristics (Or5|tuat|0n if we want to consider more than one alternative,

attributes): then, we get the results shown in Table 5. Note that the
first alternative in each ordering is the optimal choice.

e C, = Prize of the product.

. C,= Quality of the product. Table 5: Ordering of the products

+ C; = Knowledge about the brand of the product. NFD X }Or}def}'zg_A

e C, = Intuitive preference of the customer. WHD Al }As FQ—AZ_F 3

« Cs = Other variables. 21As A=A 1 Ay
IOWAD AgtAqtAtA A

The results of the available products, depending on the IOWAWAD AstAo=AutAs tAs

characteristicC; and the alternativé\, that the decision
maker chooses, are shown in Table 1.
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As we can see, depending on the aggregation operator Conference London, United Kingdom, pp. 82-87,
used, the ordering of the products may lead to different 2009.

decisions. [7]1 J.M. Merig6, A new aggregation operator and its

application in the selection of researchers. In:
Proceedings of the EDULEARN 2009 Conference
5 CONCLUSIONS Barcelona, Spain, pp. 540-548, 2009.

. [8] J.M. Merig6, M. Casanovas, Induced aggregation
We have presented the IOWAWAD operator. It is a new operators in decision making with the Dempster-

aggregation operator that uses a unified model between ghater belief structure,International Journal — of
the WA a_nd the OWA. Moreover, |t_ uses distance Intelligent System®4:934-954, 2009.

measures in the analysis and a reordering process based o _ _

on order-inducing variables. We have studied some of itd9] J.M. Merigo, M. Casanovas, The induced generalized
main properties and we have found a lot of particular ~ hybrid averaging operator and its application in
cases such as the normalized Hamming distance, the financial decision makinginternational Journal of
weighted Hamming distance, the OWAD, the IOWAD,  Business, Economics, Finance and Management
the IOWAWA operator, the maximum weighted distance, ~ Sciences1:95-101, 2009.

the minimum weighted distance, the arithmetic Weighted[lo]J_M' Merigé and A.M. Gil-Lafuente, The induced

distance and the arithmetic IOWA distance. generalized OWA operatorinformation Sciences

179:729-741, 2009.
We have also analyzed the applicability of this approach

because we have seen that we can apply it in all thd11]J.M. Merigé and A.M. Gil-Lafuente, New decision-
studies that use distance measures, weighted averages or making techniques and their application in the
OWAs. We have focussed on a decision making problem selection of financial producténformation Sciences
about product management. (to be published).

[12]V. Torra, The weighted OWA operatdnternational

In future research, we expect to develop further Journal of Intelligent Systems2:153-166, 1997.

developments by adding new characteristics in the
problem such as the use of other types of distancd13]V. Torra and Y. NarukawaModeling Decisions:
measures such as the Euclidean distance, the Minkowski Information Fusion and Aggregation Operators
distance or the quasi-arithmetic distance. Moreover, we Berlin: Springer-Verlag, 2007.

will also analyze the use of probabilistic information and

. . [14]Z.S. Xu and Q.L. Da, An overview of operators for
uncertain environments.

aggregating information.International Journal of
Intelligent Systemd 8:953-968, 2003
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