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1. INTRODUCTION

One has only to check the news headlines to appreciate the pervasiveness of business reliance on information technology (IT) and to grasp the variety of risks associated with its strategic use in the competitive marketplace. Numerous tales of disaster and significant corporate loss have repeatedly demonstrated the potential risks an organization faces when its operations and support processes rely on its IT infrastructure without taking necessary safeguards. For instance, an audit of the Department of Taxation for the State of Hawaii placed numerous employees on administrative leave due to internal security breaches of its tax database (Isotov, 2011). In 2012, a computer glitch in a newly-installed trading system at Knight Capital Group cost the firm $440 million when it erroneously triggered
rapid-fire buys and sells of over 100 stocks (Popper, 2012). More recently, weaknesses in the point-of-sale systems at U.S-based retailer Target allowed hackers to gain access to customer credit and debit card information during the 2013 holiday shopping season (Harris et al., 2014).

These failures, and countless others, illustrate the need for various organizational stakeholder groups to identify, understand and effectively manage the risks associated with IT operations. We define this risk (termed IT risk) as the risk that an organization’s information systems will not adequately support the organization in achieving its business objectives, sufficiently safeguard its information resources, or deliver accurate and complete information to its users. While the need to properly identify IT risks is self-evident, this task is neither simple nor straightforward. Since IT risk impacts both technology and underlying business processes, they must be considered simultaneously. As a result of the Sarbanes Oxley Act of 2002 and associated Public Company Accounting Oversight Board (PCAOB) Auditing Standards, all publicly traded companies are required to assess their internal control structure, much of which is embedded within IT.

Furthermore, the impact of IT risk on business processes requires both business professionals (those who leverage the power of information systems to execute business processes and achieve business objectives) and IT professionals (those who develop and support IT at the operational level) to develop a shared vision of what IT risks actually threaten the organization’s success and ability to support its business operations. Developing this shared vision necessitates that organizational stakeholders and decision makers agree on those IT risks that threaten achievement of business objectives and execution of business strategies. Complicating this task is both anecdotal evidence and empirical research that suggests disconnects between IT professionals and business professionals with regards to decision making, sense making and risk identification (Bassellier and Benbasat, 2004; Bassellier et al., 2001; Keil et al., 2002; Schmidt et al., 2001).

IT solutions deployed in the production environment (hereafter referred to as ‘IT in operations’) and supporting day-to-day business activities can represent significant risks to achieving strategic, operational, reporting and compliance objectives. Given the complex and situated nature of identifying and prioritized IT risks in operations, as well as the various stakeholders involved in this task, there
have been numerous calls for research on how stakeholder perceptions influence identification and assessment of IT risks (Abu-Musa, 2006; Hermanson et al., 2000; Hunton et al., 2004; Wilkin and Chenhall, 2010). We hope our study adds to this conversation, and is motivated by the following research questions: *How do each of the major stakeholder groups within organizations (representing both strategic and operational levels) conceptualize the risks associated with IT in operations? What are the factors that explain similarities and differences in their perceptions?*

This manuscript will proceed as follows. First, we review the relevant literature on the risks associated with IT in operations. Next, we present our rationale for employing a seeded, ranking-type Delphi study to address the research questions. The design and execution of the Delphi study are then explained, as well as the selection and composition of our three expert panels representing three distinct stakeholder groups (IT management, business management, and IT auditors). Our results suggest that each group holds a distinct perspective on IT risk, with wide disagreement between these groups as to which IT risk factors are most important and should therefore receive the most attention. We conclude our paper by discussing the theoretical and practical implications of this exploratory study.

2. **BACKGROUND**

As IT has become increasingly vital to efficient and effective operations, as well as accurate and timely reporting, the audit and governance community has responded with a variety of guidance and governance frameworks. Each of these frameworks addresses the need to identify the business risk associated with the deployment of IT. The Committee of Sponsoring Organizations of the Treadway Commission (COSO) Enterprise Risk Management-Integrated Framework (ERM) tasks the firm’s management with identifying events that threaten the organization’s ability to achieve its objectives, specifically citing identification of risks that relate to technology (COSO, 2004). The IT Governance Institute’s COBIT 5.0 similarly prescribes the identification of IT risk factors that may adversely affect the organization and should therefore be subject to controls that reduce the impact and likelihood of these risks to an acceptable level, and singles out business management as the most important stakeholder with respect to IT and its associated risks (ITGI, 2012). Finally, The Institute of Internal Auditors’ GAIT-R views IT risk as a component of the organization’s overall business risk,
a component that must be accounted for when considering governance- and risk management-related issues (IIA, 2008).

Given the critical role that IT plays in financial reporting, it is not surprising that auditing standards have emerged to provide guidance on addressing IT risk in the context of the financial statement audit. SAS 109 tasks the auditor with performing a risk assessment of the entity, control environment, and its system of internal controls (Auditing Standards Board, 2006). AS5 requires the auditors of publicly traded companies to assess the adequacy of internal controls over financial reporting (Public Company Accounting Oversight Board, 2007). SAS 94 directs the auditor to gain an understanding of how IT impacts the system of internal controls (Auditing Standards Board, 2001). Since controls related to financial reporting are often embedded within the organization’s IT (such as enterprise resource planning systems), identifying risks associated with IT takes on a prominent role in the audit planning process as well.

While identifying IT risk is critical in today’s business environment, the definition, composition and importance of IT risk is a long running debate, with limited resolution (Sherer and Alter, 2004; Wilkin and Chenhall, 2010). Painting with a broad brush, the literature on IT risk falls into two dominant camps: (1) threats to IT in operations as they relate to the reliability of financial reporting and internal control over financial reporting, and (2) threats to the security of IT resources (i.e., the confidentiality, integrity and availability of information systems). Each perspective sheds light on the nature of IT risk and how it threatens the achievement of organizational objectives.

2.1 Reliability of financial reporting

Accounting researchers have turned their focus to better understanding how identification and assessment of IT risk influences the planning and execution of audit services, and ultimately the veracity of financial reporting. The emergence of e-business partnerships and outsourcing/co-sourcing arrangements, combined with the ubiquitous nature of computerized accounting systems, have increased the attention given to IT risk (Abu-Musa, 2006; Sutton and Hampton, 2003). IT risk investigated in the accounting information systems (AIS) literature include business interruption (Abu-Musa, 2006; Hermanson et al., 2000; Hunton et al., 2004), process interdependency (Hermanson et al., 2000; Hunton et al., 2004), logical security over networks and applications (Ettredge and Richardson, 2003;
Hermanson et al., 2000; Hunton et al., 2004), and data integrity (Abu-Musa, 2006; Mock et al., 2008; Wright and Wright, 2002).

For the most part, the focus of recent IT risk research in the accounting domain has been a result of the Sarbanes Oxley Act and resulting guidance that places an emphasis on assessing internal control over financial reporting (ICoFR). As organizations have moved their accounting and financial reporting functions to advanced business information systems, auditors are forced to assess control risk and reliance on controls as part of planning and executing the audit (Abu-Musa, 2006; Hunton et al., 2004). Since much of ICoFR is embedded in information systems, threats to these have far-reaching consequences that must be assessed and managed. Organizations with weak IT-related controls (i.e., those that fail to adequately manage IT risk related to financial reporting) report more misstatements of their financial reports than do those with more robust IT-related controls (Klamm and Watson, 2009).

2.2 Threats to IT resources.

The second literature stream casts IT risk in terms of breaches that negatively impact physical and/or logical resources (Rainer et al., 1991; Sherer and Alter, 2004; Straub and Welke, 1998). These threats can be broadly categorized as relating to the interruption, interception, modification or fabrication of information resources (Yeh and Chang, 2007). Sources of these threats may be either internal or external to the organization and originate from human or nonhuman actors (Goodhue and Straub, 1991; Loch et al., 1992; Straub and Welke, 1998). Threats to information resources include damage to physical resources (Loch et al., 1992; Rainer et al., 1991; Straub and Welke, 1998), malware and viruses (Loch et al., 1992), unauthorized access (Loch et al., 1992; Rainer et al., 1991; Straub and Welke, 1998), and inadvertent damage by authorized users (Loch et al., 1992; Rainer et al., 1991; Straub and Welke, 1998).

Early works in this vein attempted to identify the nature of IT risk in information security terms. For example, Goodhue and Straub (1991) viewed the security and safeguarding of IT resources as a function of the risk inherent in the organization’s external environment, the extent of control activities placed into operation, and individual characteristics of managers. Straub and Welke (1998) extended this view by defining systems risk as the likelihood that IT resources are inadequately protected against damage or loss resulting from natural and man-
made threats, and proposed a model to deter security breaches. Loch and colleagues (1992) contributed to the dialogue on IT risk by suggesting that threats may come from human and non-human sources, and may be deliberate or accidental in nature. Ranier and colleagues (1991) noted the subjective nature of assessing the impact and likelihood of IT risk, and suggested that managers may not act to reduce these risks because of the subjective nature of their assessment.

As research into the threats to information resources matured, scholars began to take a more critical view of these foundational works. Early theory-driven works were criticized because basic assumptions under which the theories hold true were ignored (Dhillon and Backhouse, 2001; Sharma and Dhillon, 2009). For example, classical probability theory (CPT) is the most commonly used theoretical lens through which to examine IT risk. One of CPT’s primary assumptions is that historical events can be used to predict future outcomes. Because IT and its associated risk are relatively new phenomena that are continually adapting and emerging, limited historical data exist from which to predict future outcomes (Dhillon and Backhouse, 2001). In addition to these shortcomings, scholars have been criticized for failing to account for the temporal nature of IT risk as well as the non-financial impacts of IT disruptions (Raghupathi, 2007; Suh, 2003; Yeh and Chang, 2007).

2.3 Synthesis of the two literatures

Although there are distinct differences between the two literatures, both streams converge on several key points. Both recognize that IT is embedded in most facets of modern business, and this high degree of integration represents a source of risk. Both recognize that these threats to the organization’s IT may have negative consequences for decision making, executing transactions, and reporting on the ongoing operations of the firm. Both acknowledge that the identification and assessment of IT risk is largely subjective and affected by perceptual differences among various stakeholders. Finally, both suggest that focusing on a single stakeholder’s view of IT risk may yield suboptimal results.

Identifying and assessing IT risk is viewed as a subjective exercise by many scholars; therefore, understanding the perceptions of those identifying and assessing the impact and likelihood of IT risk is critical. Even among trained professionals, these perceptions are often at odds. For example, IT auditors often assess IT risk at higher levels than do their financial auditor counterparts, and
auditors in general identify IT risk factors with greater frequency than do their counterparts in the organization’s IT function (Abu-Musa, 2006; Hunton et al., 2004).

One of the limitations of prior research on IT risk is that it often focuses on the perceptions of a specific stakeholder, such as project managers (Schmidt et al., 2001), IT security specialists (Karabacak and Sogukpinar, 2005; Webb, 2000), business managers, IT executives (Dickson et al., 1984; Niederman and Brancheu, 1991), assurance professionals (Hunton et al., 2004), Board members (Parent and Reich, 2009) or the nebulous “user.” Focusing on a single perspective can be problematic, as different stakeholders often have differing perspectives with respect to risk and expectations (Hermanson et al., 2000; Keil et al., 2002). Since management may view assessments of IT risk as subjective, they may be hesitant to make decisions based on the results of the risk assessment process (Rainer et al., 1991). Although understanding the discrete IT risk factors that impact the organization’s decisions and control mechanisms is crucial, equally important is grasping how various stakeholders prioritize their efforts and resources to mitigate these threats (Hermanson et al., 2000).

One way in which various risk management frameworks can inform the academic community is their emphasis on multiple perspectives in identifying and managing IT risk. ERM, COBIT, and GAIT-R are consistent in the notion that management, not the IT function, is ultimately accountable for managing IT risk. While the IT function does play a role in identifying and managing IT risk, it does not bear exclusive responsibility and accountability. And while business management and IT management have a role to play in managing IT risk, audit and assurance professionals are tasked with assessing the effectiveness of management’s risk identification, assessment and remediation efforts. In essence, all three stakeholders must work in unison through cooperation and collaboration for effective risk management to occur. Thus, a pressing need among both scholars and practitioners is to understand the similarities and differences of how each stakeholder group perceives IT risk.

3. RESEARCH DESIGN AND METHOD

We employed a Delphi study to ascertain similarities and differences in perceptions of IT risk factors among three distinct groups commonly involved in IT risk management: IT auditors, business management, and IT management.
responsible for the operation and maintenance of IT. These three stakeholder groups were chosen because they are traditionally involved in event identification and risk assessment efforts. Therefore, their perceptions (and where these perceptions converge and diverge) are of interest. The Delphi method has been used extensively in accounting, auditing and information systems research over the past quarter century (e.g., Baldwin-Morgan, 1993; Baldwin and Trinkle, 2011; Branchseau et al., 1996; Branchseau and Wetherbe, 1987; Cotter, 1998; Dickson et al., 1984; Greenstein and Hamilton, 1997; Holsapple and Joshi, 2001; Keil et al., 2002; Mursu et al., 2003; Ramamoorti et al., 1999; Schmidt et al., 2001), and is appropriate for exploratory studies involving complex multi-disciplinary problem sets (Meredith et al, 1989; Neely, 1993; Akkermans et al., 1999, 2003). It consists of a series of structured, iterative group decision processes with the aim of reaching consensus among a panel of experts on a given decision task or issue (Linstone and Turoff, 2002). This method is appropriate when addressing research questions where no definitive answer exists, when leveraging divergent opinions regarding a problem or issue, and when experts are geographically and/or temporally dispersed (Linstone and Turoff, 2002; Schmidt, 1997).

The panel of experts remains unknown to one another, thereby avoiding any interaction of personalities that might serve to bias the panel’s ability to reach consensus (Saren and Browlie, 1983). The Delphi method has been shown to provide more accurate decisions than other group decision process techniques, such as focus groups or nominal group technique (Rowe and Wright, 1999; Daniel and White, 2005). It has been used extensively in research whose aim is to identify factors and refine frameworks (see Bonson et al., 2009; De Haes and Van Grembergen, 2009; Doke and Swanson, 1995; Fomin et al., 2008; Greenstein and Hamilton, 1997; Iden and Langeland, 2010; Kasi et al., 2008; Keil et al., 2002, and Liu et al., 2010).

For the present study, we chose a seeded, ranking-type Delphi survey, designed to gather the opinions of our expert panels and reach consensus on the importance of IT risk factors through a series of controlled iterative feedback exercises. Figure 1 provides an overview of the seeded Delphi method used in this study. The following subsections explain the choice and composition of the three expert panels, the selection of the IT risk factors used for our seed, and the execution of the study.
3.1 Expert Panel Selection and Composition

Expert panel selection and composition is critical to the success of the Delphi method, and to the reliability of its results. In Delphi studies, the selection of “appropriate experts” is essential to the success of the study in terms of external validity. Studies must explicitly define the criteria used to assess expertise, whether it is academic credentials indicating sufficient training beyond that of a layperson (B.S., MBA, Ph.D., etc.), years of experience, or specific expertise areas denoted by professional license or credential (e.g., CPA, CISA, CISSP, etc.) (Adler & Ziglio, 1996).

In this study, our primary interest was in examining IT professionals, IT audit professionals, and business management professionals requiring narrow experience in terms of both academic, professional, and work experience history to ensure appropriate expertise is used. Each panel was representative of its industry in terms of traditional training and work experience indicating knowledge above and beyond the traditional layperson. As noted by Adler and Ziglio (1996, p14),

*It should be noted that the definition of ‘experts’ varies according to the context and field of interest in which the Delphi method is going to be applied. Being an expert entails the acquisition of experience, special skill in or knowledge of a particular subject. Experts selected for participation in a Delphi process do not necessarily need*
to have standard academic qualifications such as First Class Honours degrees and Ph.Ds.

Three expert panels were created with experts selected based on their expertise and years of industry experience (see Tables 1 and 2 for demographics). Expert panel sizes were chosen to be sufficiently large to provide a variety of perspectives, and yet sufficiently small to manage information and provide timely feedback. Guidance varies on an “ideal” panel size. Extant literature suggests a panel of 10 to 18 experts is acceptable, with panel sizes as small as 4 being sufficient under ideal conditions (Boje and Murnighan, 1982; Brockhoff, 2002; Dalkey and Helmer, 1963; Delbecq et al., 1975; Paliwoda, 1983). Studies have suggested that there is no consistent relationship between panel size and effectiveness in decision making (Brockhoff, 2002; Boje and Murnighan, 1982). While we tried to keep the panels roughly the same size, analysis of panel feedback is not affected by unequal panel size (Schmidt, 1997).

The IT auditors expert panel was composed of 16 experts representing 7 unique organizations all of whom currently work for or were previously employed by “Big 4” public accounting firms in their respective IT assurance and risk management practices. All experts held at least one professional certification (CPA, CIA, CISA, or CISSP) and ranged from senior associate to partner. Furthermore, more than half (56%) of panel members earned a graduate degree which aligns with the extensive educational requirements associated with the auditing field. The majority (88%) of the IT auditors expert panel were employed by large organizations (IT expenditures of more than $100 million) within the professional services industry. Panel members averaged 7.7 years of experience in their field, with 4.7 years at their current organization. All panelists were residents of and worked primarily in the United States.

The business management expert panel was composed of 14 experts representing 8 unique organizations, with seven employed as managers in Fortune 1000 companies, and 79% working for large, publicly traded companies. Half of the expert panel worked within the financial services industry. On average, panel members had 14.5 years of experience in their field with 4.4 years working for their existing organization. This indicates the panel consisted of experts at the middle- to upper- level of management which aligns with our target panel. These experts represented a variety of business units within their respective organizations, including marketing, strategic planning, financial reporting,
operations, and human resources. Our goal in assembling the business management expert panel with varied management focus was to more clearly represent a typical management team that considers issues at the managerial rather than field-specific level. All panelists were residents of and worked primarily in the United States.

The IT management expert panel was composed of 11 experts representing 6 unique organizations, nine of whom were employed by Fortune 1000 companies. In general, the IT management expert panel exhibited similar characteristics to the business management panel. A majority (73%) worked within the financial services industry and possessed on average 16.5 years of work experience with 6.1 years in their current organization. Similarly, experts were drawn from a variety of IT backgrounds, including network engineering, computer operations, disaster recovery/business continuity, enterprise technical architecture, IT product management, and application development. As with the business management panel, we assembled this panel to possess a holistic view of IT within an organizational context. All panelists were residents of and worked primarily in the United States.

Participation in the expert panels was entirely voluntary. The experts within and across panels remained unknown to each other, and were geographically dispersed. At the completion of the study, panelists received a $5 coffee house gift card and an executive summary of the study’s findings. As part of the solicitation process, panelists were informed of the necessity to devote adequate time and effort to the issue under investigation, as well as the need to complete all rounds in a timely manner. Throughout the course of the study, all but one panelist for each expert panel completed all rounds of the Delphi process.
<table>
<thead>
<tr>
<th>Educational Level</th>
<th>IT Auditors (n=16)</th>
<th>Business Management (n=14)</th>
<th>IT Management (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Associate</td>
<td>-</td>
<td>-</td>
<td>27%</td>
</tr>
<tr>
<td>Bachelors</td>
<td>44%</td>
<td>57%</td>
<td>64%</td>
</tr>
<tr>
<td>Masters</td>
<td>56%</td>
<td>43%</td>
<td>9%</td>
</tr>
<tr>
<td><strong>Years in Field</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>7.69</td>
<td>14.5</td>
<td>16.45</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>2.73</td>
<td>7.29</td>
<td>7.19</td>
</tr>
<tr>
<td><strong>Tenure in Organization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>4.67</td>
<td>4.43</td>
<td>6.09</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>2.75</td>
<td>2.82</td>
<td>4.21</td>
</tr>
</tbody>
</table>

Table 1. Individual Demographics

<table>
<thead>
<tr>
<th>Ownership model</th>
<th>IT Auditors (n=16)</th>
<th>Business Management (n=14)</th>
<th>IT Management (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publicly Traded</td>
<td>13%</td>
<td>79%</td>
<td>82%</td>
</tr>
<tr>
<td>Privately Held</td>
<td>88%</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Government</td>
<td>-</td>
<td>7%</td>
<td>-</td>
</tr>
<tr>
<td>Not for Profit</td>
<td>-</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td><strong>Industry</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial Services</td>
<td>6%</td>
<td>50%</td>
<td>73%</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>-</td>
<td>21%</td>
<td>-</td>
</tr>
<tr>
<td>Professional Services</td>
<td>94%</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Healthcare</td>
<td>-</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Information Services</td>
<td>-</td>
<td>7%</td>
<td>9%</td>
</tr>
<tr>
<td>Transportation</td>
<td>-</td>
<td>7%</td>
<td>-</td>
</tr>
<tr>
<td><strong>Number of Employees</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 5,000</td>
<td>6%</td>
<td>36%</td>
<td>9%</td>
</tr>
<tr>
<td>5,000 - 9,999</td>
<td>-</td>
<td>57%</td>
<td>73%</td>
</tr>
<tr>
<td>10,000 - 99,999</td>
<td>6%</td>
<td>7%</td>
<td>18%</td>
</tr>
<tr>
<td>More than 100,000</td>
<td>88%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Annual Revenues</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $1 billion</td>
<td>6%</td>
<td>14%</td>
<td>9%</td>
</tr>
<tr>
<td>$1 billion - $4.9 billion</td>
<td>-</td>
<td>43%</td>
<td>73%</td>
</tr>
<tr>
<td>$5 billion - $9.9 billion</td>
<td>6%</td>
<td>14%</td>
<td>-</td>
</tr>
<tr>
<td>More than $10 billion</td>
<td>88%</td>
<td>29%</td>
<td>18%</td>
</tr>
<tr>
<td><strong>IT Expenditures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $50 million</td>
<td>6%</td>
<td>57%</td>
<td>18%</td>
</tr>
<tr>
<td>$50 million - $99.9 million</td>
<td>-</td>
<td>43%</td>
<td>82%</td>
</tr>
<tr>
<td>More than $100 million</td>
<td>94%</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2. Organizational Demographics

Overall, each expert panel adequately represents the specific targets intended by the researchers (Linstone and Turoff, 2002). Based on the demographic data, each panel possessed the unique characteristics, titles, and requisite work
responsibilities to suggest the panelists would accurately represent the three stakeholder groups of interest (Brockhoff, 2002; Delbecq et al., 1975). Having assessed the composition of each expert panel as suitable for our purposes, we proceeded to the next stage of the Delphi process which presented an initial list of IT risk factors to the expert panels for selection and elimination.

3.2 IT Risk Factors Seed

Consistent with prior studies that have employed a seeded Delphi method (Greenstein and Hamilton, 1997; Keil et al., 2002; Schmidt et al., 2001), we provided our panelists with a preliminary list of IT risk factors, or “seed,” from which our three expert panels could begin their efforts. We utilized Sherer and Alter’s (2004) comprehensive list of IT risk factors as a starting point for our list, and then augmented this list with IT risk factors from the broader management information systems and accounting information systems literatures. Sherer and Alter’s (2004) list was chosen as the starting point for deriving our IT risk factors for two main reasons. First, their list was compiled based on articles that focused on risk published in leading IS research outlets, and therefore represented an organized cross-section of the IT risk literature. Second, and perhaps more importantly, Sherer and Alter (2004) differentiated between risks associated with implementing new technologies (i.e., project risk) and risks associated with operations. We elected to scope risks associated with IT projects out of our study because we were keenly interested in IT risks related to those systems currently deployed in the production environment and supporting business activities. From our perspective, IT projects represented IT initiatives that were still in a developmental phase, and therefore not supporting current business activities.

After initially identifying 27 risk factors specific to IT in operations, we developed definitions for these based on the underlying research from which the risk factor was first derived. To assess face validity, we pilot tested these definitions by providing a list of the risk factors and a separate list of definitions to a group of experts consisting of both academics and practitioners with expertise in the area of IT risk. The experts were asked to match the risk factors with definitions and to provide feedback on both the wording of the risk factors and associated definitions. Based on their feedback, several IT risk factors were either dropped or combined with others, and definitions were refined, resulting in the final list of 22 IT risk factors submitted to the three expert panels for evaluation.
3.3 Data Collection and Analysis Method

After assembling the three expert panels, each panelist was emailed a link to a web-based survey containing a randomized list of the 22 IT risk factors and was asked to identify the ten IT risk factors they viewed as most important to ensuring the confidentiality, integrity and availability of information systems, based on the definition of IT risk as *the risk that an organization’s information systems will not adequately support the organization in achieving its business objectives, sufficiently safeguard its information resources, or deliver accurate and complete information to its users*. Panelists were asked to identify any additional IT risk factors not included in the initial seeded list. This additional step was taken to ensure that all relevant IT risk factors were afforded the opportunity to be represented. Given the fragmented nature of the IT risk literature, as well as the constantly changing nature of IT, we felt this additional step was crucial to obtain a thorough and up-to-date list of IT risk factors. Although several offered additional risk factors, these were determined to either overlap with existing factors or were more closely associated with project risk factors, which were outside the current study’s scope.

After receiving each panel’s selection of “most important” IT risk factors, a reduced list was created (see Table 3 for the reduced list by expert panel) by carrying forward any IT risk factor from the previous step that received a simple majority (50% or more selections within the specific expert panel) (Schmidt, 1997). Each panelist was then presented with the reduced list (specific to their expert panel) ordered based on the percentage of their expert panel that selected the IT risk factor as one of their most important so they could be ranked in terms of importance. Panelists were asked to rank these IT risk factors from most important to least important based on their expert judgment. Additionally, they were asked to provide a short justification for selecting their top-ranked risk factor in order to gain insight into each panelists ranking rationale for researchers as well as to provide context and explanation to other panelists (Boje and Murnighan, 1982). This allows the panelist to consider the opinion of other members without directly influencing his or her ranking decision. This one-way, non-interactive approach used in the Delphi method reduces the likelihood of group biases from influencing each panelist, maintains the conceptual purpose of the technique to establish consensus among a panel of independent experts, and has been shown to
increase the accuracy and quality of assessments by the expert panels (Best, 1974).

At the end of this round, the mean ranks for each risk factor were calculated, as well as Kendall’s Coefficient of Concordance (W) to determine the degree of consensus among each expert panel (Schmidt, 1997). Subsequent rounds presented the panelists with the risk factors for their panel ordered by their mean ranks based on the previous round results, and included feedback indicating the degree of consensus among their expert panel relative to the risk factor rankings. Each round displayed the current rankings from the prior round, but did not display prior individual round rankings so as to reduce an anchor/adjustment bias from the panelists. Each round was conducted over a two week period with a reminder sent five days before each deadline. This process was repeated until consensus reached a plateau (Linstone and Turoff, 2002; Schmidt, 1997). Data collection lasted approximately seven weeks.

4. RESULTS

Results for each expert panel are summarized in Table 3. Seventeen members of the IT auditors’ expert panel initially responded to the study, resulting in sixteen usable responses\(^1\). The eight IT risk factors identified by this expert panel are almost evenly split among those that suggest weaknesses in IT governance (R8-\textit{Lack of organizational alignment between business and IT}, R7-\textit{Lack of IS participation in business initiatives}), those that suggest weaknesses in management of IT processes and resources (R3-\textit{Information quality}, R17-\textit{Resource insufficiency}, R22-\textit{Weak change management}), and those that suggest weaknesses in technology security and configuration (R6-\textit{Interdependencies between systems}, R19-\textit{Technical complexity}, R20-\textit{Unauthorized information access})\(^2\). Kendall’s W for this phase was 0.30, which indicates weak agreement in the rankings among the panelists (Schmidt, 1997). We conducted follow-up rounds to improve the degree of consensus among this panel. Subsequent rounds

\(^1\)Initial panel sizes were as follows: IT auditors’ panel (17), business management panel (15) and IT management panel (12). For the IT auditors’ expert panel, one expert and associated responses were dropped due to the respondent incorrectly completing the initial survey. For the remaining two expert panels, one expert and associated responses were dropped from each panel due to attrition.

\(^2\) We elected to use the dimensions from the IT Control Framework presented in The IIA’s Global Technology Audit Guide-Information Technology Controls (IIA, 2005) guidance as a basis for categorizing IT risks. This framework suggests IT risks and controls fall into three categories: Governance, Management, and Technical.
resulted in Kendall’s W of 0.37 and 0.39 suggesting moderate agreement in the rankings among the panelists, after which the Delphi was discontinued for this expert panel. Based on feedback from the panelists, we determined that we had reached a plateau of consensus and that further rounds would not result in a greater degree of consensus.

Fifteen business management experts initially responded to the study, with fourteen usable for analysis. The nine IT risk factors identified by this expert panel were mostly related to weaknesses in technology security and configuration (R1-Difficulty integrating software from vendors and subcontractors, R6-Interdependencies between systems, R15-Problematic interfaces between systems, R18-Software errors/bugs, R19-Technical complexity), some consideration for weaknesses in management of IT processes and resources (R3-Information quality, R17-Resource insufficiency, R22-Weak change management), and only one risk factor associated with IT governance (R8-Lack of organizational alignment between business and IT). Kendall’s W for this phase was 0.30, which indicates weak agreement in the rankings among the expert panel. Based on this result, a subsequent round was conducted, resulting in a significant drop-off in agreement (Kendall’s W = 0.23). In accordance with Schmidt’s (1997) guidance, we deemed we had reached a plateau of consensus in the initial round. Twelve IT management experts initially responded to the study, with eleven usable for analysis. Similar to the business management expert panel, the ten IT risk factors identified by this expert panel were mostly related to weaknesses in technology security and configuration (R1-Difficulty integrating software from vendors and subcontractors, R6-Interdependencies between systems, R11-Malicious software, R15-Problematic interfaces between systems, R18-Software errors/bugs, R19-Technical complexity, R20-Unauthorized information access), followed by those related to weaknesses in IT governance (R8-Lack of organizational alignment between business and IT, R7-Lack of IS participation in business initiatives) and management of IT processes and resources (R21-Unauthorized physical access to hardware and processing environment). Kendall’s W for this phase was 0.37 which suggests moderate agreement in the rankings, prompting us to conduct a subsequent round in an effort to achieve a greater degree of consensus among the expert panel. However, as with the business management expert panel, the subsequent round resulted in significantly lower agreement
among the panelists (Kendall’s $W = 0.22$), and we determined that subsequent rounds would be counterproductive.

<table>
<thead>
<tr>
<th>IT Risk Factor (source)</th>
<th>IT- A</th>
<th>BM</th>
<th>IT-</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1 Difficulty integrating software from vendors and subcontractors (Schmidt et al., 2001)</td>
<td>5</td>
<td>5</td>
<td>Integration of packages from multiple vendors hampered by incompatibility and lack of cooperation</td>
<td></td>
</tr>
<tr>
<td>R2 Inability to implement solution in existing technical environment (Baskerville and Stage, 1996)</td>
<td></td>
<td></td>
<td>Failure in management decision-making resulting from irrelevant, incorrect, or insufficient information provided by the information system</td>
<td></td>
</tr>
<tr>
<td>R3 Information quality (Ackoff, 1967)</td>
<td>3</td>
<td>1</td>
<td>Failure in management decision making resulting from a lack or overabundance of information provided by the information system</td>
<td></td>
</tr>
<tr>
<td>R4 Information quantity (Ackoff, 1967)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5 Infrastructure performance shortfalls (Kemerer and Sosa, 1991)</td>
<td></td>
<td></td>
<td>Performance problems associated with the telecommunications infrastructure, such as reliability or network throughput</td>
<td></td>
</tr>
<tr>
<td>R6 Interdependencies between systems (Barki et al., 2001; Gogan et al., 1999)</td>
<td>4</td>
<td>6</td>
<td>1</td>
<td>The need for systems to share data with other applications or systems, either internal or external to the organization</td>
</tr>
<tr>
<td>R7 Lack of IS participation in business initiatives (Grover et al., 1995)</td>
<td>6</td>
<td>7</td>
<td>Failure to aggressively leverage or engage IT enablers in business initiatives</td>
<td></td>
</tr>
<tr>
<td>R8 Lack of organizational alignment between business and IT (Grover et al., 1995; Kemerer and Sosa, 1991; Reich and Benbasat, 2000)</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>Failure to align the IT infrastructure and applications with business needs</td>
</tr>
<tr>
<td>R9 Lack of user commitment to technology (Barki et al., 2001)</td>
<td></td>
<td></td>
<td>Users are unwilling to accept the changes the information system entails, or do not have a positive opinion regarding how the information system can meet their needs</td>
<td></td>
</tr>
<tr>
<td>R10 Large number of system users/oversubscription (Kemerer and Sosa, 1991)</td>
<td></td>
<td></td>
<td>Inability of the information system to meet unanticipated demand</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. IT Risk Factors, Rankings and Associated Definitions
<table>
<thead>
<tr>
<th>R11</th>
<th>Malicious software (Loch et al., 1992)</th>
<th>6</th>
<th>Software written to produce an undesirable effect to the system, user, or organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>R12</td>
<td>New or unproven technology (Barki et al., 2001; Schmidt et al., 2001)</td>
<td></td>
<td>“Bleeding edge” technology that has not been previously used successfully in similar applications in other organizations</td>
</tr>
<tr>
<td>R13</td>
<td>Physical damage to processing environment (Straub and Welke, 1998)</td>
<td></td>
<td>Firm’s information systems are not adequately protected against disasters or other physical threats</td>
</tr>
<tr>
<td>R14</td>
<td>Poor help desk and user support function (Smith et al., 2001)</td>
<td></td>
<td>User help desk and regular end-user support functions are insufficient</td>
</tr>
<tr>
<td>R15</td>
<td>Problematic interfaces between systems (Barki et al., 2001; Gogan et al., 1999)</td>
<td>2 4</td>
<td>Information and data exchanges between systems do not occur completely, accurately, or in a timely manner</td>
</tr>
<tr>
<td>R16</td>
<td>Reliance on consultants and vendors (Schmidt et al., 2001)</td>
<td></td>
<td>Consultants or vendors do not deliver, go out of business, or are unclear as to their roles and responsibilities</td>
</tr>
<tr>
<td>R17</td>
<td>Resource insufficiency (Grover et al., 1995; Jiang et al., 2002)</td>
<td>7 7</td>
<td>Insufficient resources are available to carry out or execute an IS initiative or plan, such as insufficient personnel or budgeting</td>
</tr>
<tr>
<td>R18</td>
<td>Software errors / bugs (Loch et al., 1992)</td>
<td>3 8</td>
<td>Programming problems typically resulting from oversights of programmers and/or analysts</td>
</tr>
<tr>
<td>R19</td>
<td>Technical complexity (Zmud, 1980)</td>
<td>8 9 9</td>
<td>Information system or application is comprised of multiple components that combine to yield a complex system</td>
</tr>
<tr>
<td>R20</td>
<td>Unauthorized information access (Loch et al., 1992; Straub and Welke, 1998)</td>
<td>2 3</td>
<td>Firm’s information or information systems are not adequately secured against unauthorized logical access</td>
</tr>
<tr>
<td>R21</td>
<td>Unauthorized physical access to hardware and processing environment (Loch et al., 1992)</td>
<td>10</td>
<td>Weak, ineffective, or inadequate physical control over access to the processing environment</td>
</tr>
<tr>
<td>R22</td>
<td>Weak change management (Boehm and Ross, 1989)</td>
<td>5 8</td>
<td>Weak policies and procedures governing changes to applications or technical infrastructure and other information system components</td>
</tr>
</tbody>
</table>

Table 3. IT Risk Factors, Rankings and Associated Definitions (continuation)
5. DISCUSSION

The purpose of this exploratory study was to answer the following research questions: How do each of the major stakeholder groups within organizations (representing both strategic and operational levels) conceptualize the risks associated with IT in operations? What are the factors that explain similarities and differences in their perceptions? For our study, we focused on the IT risk perceptions of three key stakeholder groups: IT auditors, business management, and IT management. These three stakeholder groups were chosen because of their heavy involvement in organizational risk management processes, which include identifying IT risk exposure and recommending IT risk remediation strategies. Given the sometimes conflicting priorities of these groups, we anticipated that there would be convergence as well as divergence of perceptions among the three groups. The results of the study bore this out, suggesting several topics that warrant discussion. First are the points of convergence between the three expert panels (i.e., the overlap in risk factors identified by all three panels as their “most important”). The second, and perhaps more interesting, topic of discussion is to address the question of why two of the three expert panels failed to reach strong consensus on the rankings of IT risk factors. The final topic of discussion is to review instances where there was overlap in IT risk factors between two expert panels, but not a third.

Of the thirteen IT risk factors identified across the three expert panels, only three were identified as “most important” across all expert panels: (R8) Lack of organizational alignment between business and IT, (R6) Interdependencies between systems, and (R19) Technical complexity. Not surprisingly, all groups ranked (R8) Lack of organizational alignment between business and IT relatively high. This relatively high ranking across the three expert panels likely is a result of the attention that IT governance has received, as well as past failures in aligning IT initiatives with business needs (Chan and Reich, 2007; Chan et al., 2006; Henderson and Venkatraman, 1999; Piccoli and Ives, 2005). As a Director of Human Resources at a large government agency noted:

Not having IT “at the table” as management decisions are made leads to misalignment of business needs and IT. On the front end, this results in IT not being able to provide the advice and support needed to make a decision or select a product. In production, this greatly limits IT’s ability to create or procure the needed programs and/or supply the necessary data in an efficient, effective way.
This sentiment was echoed by the Vice President-Enterprise Architecture at a Fortune 1000 company:

Alignment of IT investment and business priorities must exist for optimum use of IT. We must avoid irrelevant investments, and focus on that which is most important to the success strategy for the business. Without formal traceability of strategies, tactics and priorities, we cannot be assured of good alignment, and most likely will have wasted effort and lost opportunity.

The last two risk factors, (R6) Interdependencies between systems and (R19) Technical complexity, are indicative of the overarching risks associated with complex systems in today’s business environment. While there was a lack of consensus on the relative importance of (R6) Interdependencies between systems, all three expert panels ranked (R19) Technical complexity in the bottom third of their listing. These two risk factors reflect the experts’ concerns that system complexity, both in terms of underlying technology as well as data integration, might compromise their organization’s ability to extract relevant information or maintain these systems long-term. As an application development manager at a large health insurer noted:

Complex cross-platform systems have to efficiently and accurately produce the desired results. In particular, it is often difficult to find the human resources with knowledge across the systems to implement/maintain these...

This sentiment was echoed by the Manager of Cost Accounting for a multinational beverage bottler:

In our particular case, we have numerous systems cobbled together and resembling something like Frankenstein’s monster. Because much of the data flow is one-way, and shortcuts have been taken in some of the interfaces, error recovery can be excruciating, as it was for us just this month.

A second discussion topic suggested by the results is to explore why these panels were unable to reach strong consensus on the rankings. We can look to two sources for explanations: internal and external contextual factors, and biases in individual decision making.

COBIT’s control objectives for Assess and Manage IT Risks (PO9) suggest that those involved in IT risk management establish and evaluate the context within which IT risk occurs. As part of this evaluation process, the internal and external environment should be examined to identify areas of concern. This sentiment is echoed with COSO’s ERM in the event identification component.
Both frameworks advocate a cross-functional approach to identification and assessment of IT risks because different viewpoints lead to a richer risk assessment process. It is possible that experts across all three panels were implicitly evaluating the internal and external environments of their organizations, and factoring these considerations into their rankings of IT risk factors. Given the diversity in organizational settings and industries, this represents one potential explanation.

A second and equally supported explanation exists. Confronted with a decision or risk proposition, managers and executives gravitate towards issues that are salient to their respective departments, often to the exclusion of other issues (Dearborn and Simon, 1958). People employ heuristics that often lead to suboptimal decision making (Northcraft and Neale, 1987; Tversky and Kahneman, 1981; 1974). For instance, an individual may anchor thier organization’s risk culture, resulting in a narrow definition of risk and how IT either enhances or reduces these risks (Northcraft and Neale, 1987; Tversky and Kahneman, 1974). Furthermore, selective perception and the availability heuristic, in which decision makers assess the probability of an event occurring based on their ability to recall a similar event from prior experiences, suggest a plausible explanation as to why the business management and IT management expert panels in particular were unable to achieve a high degree of consensus.

Several panelists shared comments that support this explanation. For example, the Senior Vice President-Marketing of a Fortune 1000 financial services firm commented:

*I’m sorry to be dim-witted, but I don’t understand the point of trying to reach consensus for your study. I don’t remember precisely how I voted the first time, but I wouldn’t change my opinion based on what other people wrote in a survey response.*

In a follow-up conversation, this executive further commented that his views were shaped more by issues encountered in his organization, and that the experiences of other panel experts weighed less heavily on him than did issues currently at hand. Recall the Manager of Cost Accounting who likened his organization’s systems to “Frankenstein’s monster” and noted that issues “just this month” drove home the importance of interdependencies between systems. For this manager, his “most important” risk factor remained constant throughout rounds, regardless of peer feedback.
Taken collectively, these recollections and comments lend support to the notion that, in many instances, experts (such as our business management and IT management panelists) who work day in and day out in the same organization tend to focus on issues that challenge their particular organization. Many times, these individuals were either unwilling or unable to see past issues they grappled with on a daily basis to understand and attend to other risk factors. While knowledge of a specific organization, its challenges and capabilities may afford a more accurate assessment and deeper understanding of organization-specific IT risks, heavy reliance on this knowledge may blind management to threats resulting from issues and circumstances not yet encountered by their current employer.

Although we could have expected to see weak to moderate consensus in the business management and IT management expert panels (given the diversity of responsibilities within each grouping), we were surprised that the IT auditors expert panel did not achieve a much higher consensus on the IT risk rankings. Based on these experts’ qualifications, educational background, and training regimen, there was substantially less variance within this expert panel than the others. All possessed at least one audit or security-related professional certification, had received initial multi-week IT audit training upon joining their respective firms, were either currently employed in or were alumni of “Big 4” IT audit practices, and possessed a working knowledge IT and internal controls.

These factors would suggest that a common mindset is created for how professionals approach organizational issues and how they prioritize the relative importance of these issues, regardless of specific circumstance or organizational factors (Walsh, 1988). However, the results did not bear this out. After following up with several experts on this panel, the most likely explanation for moderate consensus in the IT risk rankings has to do with firm-mandated specializations in industry and technology. Many of the experts in our IT auditor panel were highly attuned to IT risk factors specific to platforms and industries, often to the exclusion of others. In essence, they are susceptible to the same biases found in the IT management and business management expert panels.

Finally, we were interested in exploring those instances where two expert panels shared ranking commonalities which were dissimilar to the remaining expert panel. While an in-depth exploration of the motivations and perceptions of
expert panel members is beyond the scope of the Delphi method, a comparison of the commonalities among the expert panels indicates the potential for power dynamics and shared interests as a factor in the ranking process. Research suggests that politics within organizations affect organizational units as they vie for influence in how finite resources are distributed (Ferris et al., 1989; Mintzberg, 1985; 1983). The purpose of the Delphi method is to create a rank-ordered listing of issues. Such a list might be used by executive management teams for making budgetary decisions to ensure an organization is maximizing the value of its resources while minimizing its exposure. Consequently, it is likely that the expert panels would share commonalities in their ranking of specific issues based upon shared interests. For instance, the role of IS participation in business initiatives would be vitally important to any technology-oriented organizational unit. Interestingly, both the IT auditors and IT management expert panels cited (R7) Lack of IS participation in business initiatives as a potential risk while the business management expert panel did not indicate this risk being of primary importance. This sentiment was alluded to by a Senior Manager of Consumer Banking and Lending at a Fortune 500 financial services firm:

*My rank in importance focused on the human element of IT Management. Information quality, insufficient resources and the alignment between IT and management are more political and volatile in the company than 'weak change management', which is a process that can be analyzed and controlled.*

IT auditors and IT management shared common rankings for several items which business management left unranked. Given the technology-oriented focus of the IT auditors and IT management expert panels, members of these expert panels maintain a sense of allegiance to their respective problem domains (e.g., IT). Both IT auditors and IT management expert panels also ranked (R20) Unauthorized physical access to hardware and processing environment as vitally important to an organization’s risk concerns; however business management panelists did not include this risk. Both IT auditors and IT management ranked (R8) Lack of organizational alignment between business and IT as vitally important, while business management panelists ranked it considerably lower. It appears that framing of organizational issues from their referent discipline may still influence their selection and assessment of IT risk factors.

Similarly, convergence exists between the IT auditors and business management expert panels as well as the IT management and business
management expert panels. The IT auditors and business management expert panels viewed the quality, usefulness and control of information as highly important. Both expert panels ranked (R3) Information quality, (R17) Resource insufficiency, and (R22) Weak change management as vital concerns, while the IT management expert panel did not include these in their rankings. The IT auditors and business management expert panels possessed a shared vision of information as a strategic resource which requires it to be protected through control mechanisms and of sufficient quality to ensure effective decisions are made.

As can be seen from the results of this study, each expert panel expressed distinct opinions on the importance of certain IT risk factors over others. Each expert panel demonstrated the challenges facing organizations when it comes to effectively managing their risk portfolio in concert with organizational dynamics and individual proclivities. As expected, commonalities exist across the expert panels indicating that while some IT risk factors rise above the tides of selective perceptions from individual stakeholder groups, we cannot but question how prior experiences, politics, and idiosyncrasies in decision making influence the ability to identify and evaluate IT risk.

6. CONCLUSION AND IMPLICATIONS

Nobel Laureate George Bernard Shaw has been famously quoted as observing that “England and America are two countries separated by a common language.” The results of this study suggest that Shaw’s observation about cousins being separated by a common language holds true today as it relates to IT risk in operations: business, IT and audit professionals are all concerned with managing IT risk, but each approaches the task from different perspectives. Specifically, we demonstrate that stakeholders from business, IT and audit communities often have difficulty in both identifying those risk factors that merit attention, as well as assessing their relative importance. Furthermore, when IT risk factors are identified, there is often minimal agreement between the three stakeholder groups. Our results suggest that IT risk is situational, and that managers who consistently work in the same organization or industry often find it difficult to look beyond the daily challenges their organization faces. This bias may present a significant challenge to effective risk management efforts. While it is has been several decades since the early work on biases was first established, it appears that biases
and selective perception remain a significant hurdle for management and audit professionals must still strive to overcome.

As with all research, our study is not without its limitations. First, the purpose of this study was to broaden our existing views of IT risk and serve as an initial discussion point for both researchers and practitioners. The Delphi method is a valuable method to initiate this discussion and allows panel members to reflect on the perceived importance of each IT risk factor in both an independent and collective manner. Furthermore, this study included three separate expert panels to obtain a cross-functional view of how IT risk is perceived within organizations today. As a direct result of treating each panel as a distinct entity, a limitation to the current study is the reliance on researcher observation and interpretation to synthesize the results. Future research that conducts similar Delphi studies should consider incorporating an integration point at the end of the study to give panel members an opportunity to reflect and comment on the results of each expert panel (e.g., Sutton et al., 2008). Second, interpretation of the expert panel results was based largely on the use of strategic thinking (i.e., experts would act in the best interest of the organization as a whole). While some explanation was provided concerning non-strategic rationales based on power and political influences commonly seen in organizations, the potential for alternative assessments of the ranking differences is warranted. Future research should consider developing surveys and other assessment techniques to capture alternative perspectives that may influence a panel member’s ranking decisions. Lastly, the lack of information concerning motivations prevents this study from exploring the role of power dynamics that may influence the risk rankings and provide further explanation of the commonalities between two and not a third expert panel. Future research is needed to determine whether organizational politics factors influence organizational units to ensure specific risks are deemed important.

This study has implications for researchers and practitioners. To our knowledge, it is one of the first studies to examine how the three primary stakeholder groups involved in organizational risk management view IT risk. For researchers, our study demonstrates the need to account for multiple perspectives when conceptualizing and operationalizing technology-related risk factors, especially when endeavoring to determine their relative importance and
magnitude. Moreover, researchers should not discount the influence of organizational politics and power dynamics in the identification, evaluation and remediation of risks. Therefore, any effort to develop a theoretical framework for IT risk should include risk factors that are salient to a variety of organizational stakeholders, and account for non-strategic influences on decision making and prioritization. Finally, our results suggest that IT auditors, including those in public accounting, often are susceptible to the same biases we found in experts employed in their client base.

For practitioners, our results suggest that truly effective risk management strategies must incorporate multiple world views from within as well as outside the organization to completely identify those IT risks that a particular organization may face. Additionally, those tasked with identifying IT risk factors within organizations must learn to balance their past experiences so as not to be blinded to un-encountered, but equally threatening, risks. Perhaps most importantly for auditors and risk consultants, our findings suggest that decision makers within organizations tend to focus on issues and risks which remain fresh in their memory. As the old military adage goes, generals and politicians are often too busy fighting the ghosts of the last war, to react and respond to the current one.
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